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Abstract

Atomic layer materials are two-dimensional (2D) materials which show unique opti-
cal properties due to their in-plane structures. One of the promised applications of
2D materials are optoelectronic devices due to their transparency and flexibility. In
this thesis, we discuss the behavior of optical absorption and Raman spectra for 2D
materials by using linearly- or circularly-polarized light.

Transition metal dichalcogenides (TMDs) with hexagonal lattice structure con-
structed by metal and chalcogen atoms, one of the atomic layer materials, have two
independent valleys called K and K′ which are the region of the small energy near the
local minimum of conduction band in k-space at the corners of the hexagonal Brillouin
zone. By using left-handed (σ+) and right-handed (σ−) circularly-polarized light with
the helicity +1 and -1, respectively, we can control the optical transitions at the K
and K′ valleys. The σ− (σ+) light excites the electron at the K (K′) valley which is
known as the optical valley polarization. Such a valley-selective optical transition by
circularly-polarized light has a potential for the application to utilize the degree of the
freedom of valley for devices, or the so-called “valleytronics”. For the application of
valleytronics, 100 % valley polarization with strong intensity is required ideally. We
find the optimum condition to obtain the good condition of optical valley polarization
by tuning the laser excitation energy which becomes one of the subjects of this thesis.

Unique optical properties in 2D materials can be also found in Raman spectroscopy
which is a conventional technique to characterize materials. Raman scattering is an
inelastic scattering of light. The energy difference between the incident and scattered
light, known as the Raman shift, corresponds to the emission or absorption of phonon.
In gallium telluride (GaTe) and black phosphorus (BP), we can observe the character-
istic polar plot of Raman intensity for the direction of linear polarization, depending
on the phonon modes (Ag or Bg mode) which is usually discussed classical theory of
Raman tensor. However, it is also reported that the polarization direction depends
on the sample thickness and laser excitation energy, which cannot be explained by
Raman tensor. Furthermore, Chen et al. experimentally reported that some phonon
modes in TMDs change the helicity of photon after the Raman scattering by using the
circularly-polarized light (helicity-resolved Raman spectroscopy).1) The IMC mode at
∼390 cm−1 changes the helicity while OC mode ∼410 cm−1 does not change the helic-
ity in Raman scattering process for monolayer MoS2. Such a helicity-selection rule is
basically explained by the Raman tensor. However, Raman tensor cannot explain the
laser energy dependence of Raman intensity nor the mechanism of helicity-resolved
Raman spectra.

The purposes of this thesis are as follows: (1) to investigate the valley polarization
of TMDs as a function of the excitation laser energy, (2) to explain the observed Raman
spectra of GaTe and BP for linearly-polarized light which depend on the excitation
laser energy and the thickness of the sample, and (3) to explain the helicity-exchange
of photon in helicity-resolved Raman spectra in TMDs and strain-induced graphene.

In Chapter 3, we discuss the optical valley polarization of six kinds of TMD materi-
als (MoS2, MoSe2, MoTe2, WS2, WSe2, and WTe2). From our numerical calculation,
we show that the valley polarizations of TMDs do not monotonically decrease by in-

ii



creasing the laser excitation energy EL, but rather there exist other k-points with
strong valley polarization called the Λ and Λ′ points at the center of the Γ-K (Γ-K′)
line. The σ− (σ+) light excites the electron around the Λ (Λ′) point which is the
optical valley polarization. The optical absorption for the energy gap around the Λ

point is strong because of the nesting of the energy bands. Thus the advantage of the
Λ valley for the optical valley polarization is the strong intensity that we can excite
many valley polarized electrons by circularly-polarized light.

In Chapter 4, we discuss the linearly-polarized Raman spectroscopy of GaTe and
BP by numerical calculation of electron-photon matrix element and group theory anal-
ysis. The polarization direction of electron-photon matrix element is determined by
the symmetry of the wave function and thus the polarization direction of optical ab-
sorption and Raman spectra depends on the laser energy since the contribution of
energy bands changes if we change the laser energy. To explain the dependences of the
sample thickness for optical absorption and Raman spectra, we also need to consider
the interference effect with the substrate. Interference effect of the sample on the
substrate is taken into account by using the transfer matrix method and the Raman
enhancement factor, and gives the significant contribution to flip the polarization di-
rection in different thickness. The quantitative discussion of polarized Raman spectra
should be done by considering symmetry of phonon, laser energy and band structure,
and interference effect.

In Chapter 5, we discuss the helicity-resolved Raman spectra of TMDs and strain-
induced graphene. From our numerical calculation, IMC mode is more enhanced for
the gap energy of the M point and OC modes is more enhanced for the gap energy
of the Λ point. This can be understood by the existence of valley polarization, that
is, the optical transition around the Λ point has optical valley polarization which
only σ− light can be absorbed or scattered, and thus the helicity-conserving mode is
only enhanced. On the other hand, the M point does not have the valley polarization
which both σ− and σ+ light can be absorbed and scattered, and thus helicity-changing
Raman peak is enhanced. We also show that the helicity-exchange occurs in the G
band in graphene. The G band splits into G+ and G− bands by uniaxial strain
and we investigate the behavior of helicity-resolved Raman spectra of strain-induced
graphene. By the numerical calculation, we found that the G+ band keeps the selection
rule same with G band which changes the helicity of light. However, G− band changes
the helicity-selection rule with increasing the strain from helicity-changing to helicity-
conserving.

iii



Contents

1 Introduction 1
1.1 Purposes of the study . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Organization of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3.1 The rise of atomic layer materials . . . . . . . . . . . . . . . . . 2
1.3.2 Optical valley polarization of TMDs . . . . . . . . . . . . . . . 5
1.3.3 Polarized and helicity-resolved Raman spectroscopy in atomic

layer materials . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Methods to calculate optical absorption and Raman spectra 20
2.1 Time-dependent perturbation theory . . . . . . . . . . . . . . . . . . . 20

2.1.1 General time-dependent perturbation Hamiltonian . . . . . . . 20
2.1.2 Time-dependent periodic perturbation . . . . . . . . . . . . . . 23
2.1.3 Second- and third-order time-dependent perturbation theory . 24

2.2 Electron-photon interaction . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Derivation of electron-photon matrix elements . . . . . . . . . . 26
2.2.2 Polarization vector (the Jones vector) . . . . . . . . . . . . . . 28

2.3 Optical absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 Absorption coefficient and Fermi’s Golden rule . . . . . . . . . 29
2.3.2 Relationship between optical absorption, refractive index, and

dielectric constant . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Electron-phonon interaction . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Raman spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.5.1 Classical description of Raman scattering and Raman tensor . 33
2.5.2 Quantum mechanical description of Raman scattering . . . . . 36

3 Valley polarization in transition metal dichalcogenides 40
3.1 Dipole vector of hexagonal lattice . . . . . . . . . . . . . . . . . . . . . 40
3.2 Laser energy dependence of valley polarization . . . . . . . . . . . . . 48

3.2.1 Electronic structure of TMDs . . . . . . . . . . . . . . . . . . . 48
3.2.2 Absorption spectra of TMDs . . . . . . . . . . . . . . . . . . . 49
3.2.3 Degree of valley polarization . . . . . . . . . . . . . . . . . . . 51

iv



4 Optical anisotropy of gallium telluride and black phosphorus 54
4.1 Gallium telluride . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.1.1 Crystal, electronic and phonon structures of bulk GaTe . . . . 54
4.1.2 Optical absorption . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.3 Raman spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.2 Black phosphorus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.1 Crystal structure of black phosphorus . . . . . . . . . . . . . . 66
4.2.2 Optical absorption of black phosphorus . . . . . . . . . . . . . 67
4.2.3 Raman spectra of black phosphorus . . . . . . . . . . . . . . . 68

5 Helicity-exchange in the first-order Raman scattering for graphene
and TMDs 72
5.1 Helicity-resolved Raman spectra . . . . . . . . . . . . . . . . . . . . . 72

5.1.1 Electronic and phonon structure of graphene and TMDs . . . . 72
5.1.2 Helicity-resolved Raman spectra of graphene and MoS2 . . . . 73

5.2 Raman matrix elements . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3 Discussion by group theory . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4 Raman spectra in strain-induced graphene . . . . . . . . . . . . . . . . 80

6 Conclusions 83

A Selection rule for optical dipole transition 85
A.1 Transition Dipole moment in hydrogen atom . . . . . . . . . . . . . . 85
A.2 Dipole selection rule under the rotational symmetry . . . . . . . . . . 90

B Interference effect of optical absorption and Raman scattering 92
B.1 Interference effect for optical absorption . . . . . . . . . . . . . . . . . 92
B.2 Interference effect of Raman scattering . . . . . . . . . . . . . . . . . . 95

C Character tables 98
C.1 Character tables and product tables . . . . . . . . . . . . . . . . . . . 98

D Details of numerical calculations 101
D.1 Optical absorption in TMDs (Chap. 3) . . . . . . . . . . . . . . . . . . 101
D.2 Helicity-resolved Raman spectra (Chap. 5) . . . . . . . . . . . . . . . 101

E Computer programs 103
E.1 Electron-photon matrix element and optical absorption . . . . . . . . . 103
E.2 Phonon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
E.3 Electron-phonon matrix element . . . . . . . . . . . . . . . . . . . . . 109
E.4 First-order resonant Raman spectra . . . . . . . . . . . . . . . . . . . 110

Presentation 114
Publication list . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
Conferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Bibliography 116

v



Chapter 1

Introduction

1.1 Purposes of the study

After a successful mechanical exfoliation of graphene in 2004,2) atomic layer mate-
rials have attracted a lot of interests for their unique properties. One of promising
applications for these two dimensional (2D) materials is in optoelectronics, such as for
photodetectors,3–5) photodiodes,6) phototransistors,7,8) and light emitting diodes9).
In particular, for the monolayer transition metal dichalcogenides (TMDs) which have
two independent valleys (K and K′) in their electronic energy band structures, it is
known that right- (or left-) handed circularly-polarized light can excite electrons only
at the K (or K′) valley.10,11) Such a valley-selective optical transition allows us to
utilize the degree of freedom of the valley for the applications of optical and electronic
devices, the so-called valleytronics. Optical valley polarizations of TMDs have been
observed in photoluminescence spectroscopy,12–24) optical Stark effect,25) and electro-
luminescence.26) However, we can not get 100 % valley polarization even when we use
100% polarized circularly-polarized light because the valley polarization depends on
the electronic structure and incident laser energy. Therefore, we need to investigate
the optimum condition for high valley polarization for the application of valleytronics,
which becomes one of the subjects of this thesis.

Another subject of this thesis is Raman scattering of atomic layer materials. Ra-
man spectroscopy is a conventional technique to characterize materials that are fre-
quently measured for 2D materials. Recent studies report that Raman spectra of
atomic layer materials also strongly depend on the circular or linear polarization of
light. Atomic layer materials with low symmetry such as black phosphorus (BP) and
gallium telluride (GaTe) have anisotropy of Raman intensity as a function of polariza-
tion direction of linearly-polarized light. As for the high symmetric materials which
do not show any anisotropy for linearly-polarized light such like TMDs, it is reported
that circularly-polarized light can probe the so-called helicity-resolved Raman peaks
by selecting the polarization for incident and scattered light.1) In order to understand
those phenomena (anisotropy and helicity-resolved Raman spectroscopy), a theoretical
investigation is necessary to understand the electronic and geometrical structures of
the material.
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1.2. ORGANIZATION OF THESIS 2

The purposes of this study are: (1) to investigate valley polarization in atomic
layer materials for future application, and (2) to explain the observed Raman spectra
for atomic layer materials by changing the polarization of light. We perform first-
principles calculations based on the density functional theory (DFT) to calculate the
optical absorption and Raman spectra. We also use group theory, tight-binding analyt-
ical calculation, and transfer matrix method to interpret the results of first-principles
calculation.

1.2 Organization of thesis

This thesis is organized as follows. In the remaining part of Chapter 1, we introduce the
atomic layer materials that are studied in this thesis. We also present the background
of this study, including experimental results of valley polarization in TMDs, polarized
Raman spectroscopy for BP and GaTe, and helicity-resolved Raman spectroscopy for
TMDs. In Chapter 2, we explain the methods to calculate optical absorption and Ra-
man spectra. In Chapter 3, we present and discuss the calculated results of the optical
valley polarization for TMDs. In Chapter 4, we present the calculated results of polar-
ized Raman spectroscopy for BP and GaTe along with the discussion based on group
theory. In Chapter 5, we present and discuss the calculated results of helicity-resolved
Raman spectra for circularly-polarized light in graphene and TMDs. In Chapter 6, we
summarize the main results of the present thesis and give the conclusion.

1.3 Background

In this section, we introduce the background of the research that will be discussed in
this thesis.

1.3.1 The rise of atomic layer materials

Recently, many researchers are interested in atomic layer material families which con-
sist of graphene, transition metal dichalcogenides (TMDs), hexagonal boron nitride
(hBN), black phosphorus (BP), gallium telluride (GaTe), etc. In Fig. 1.1, we show the
crystal structures of the atomic layer materials which we discuss in this thesis.

Graphene, as shown in Fig. 1.1 (a), is the most studied atomic layer material
constituted by carbon atoms in the hexagonal lattice. Many researchers are interested
in graphene because of its large electrical mobility and high mechanical strength. In
2004, Geim and Novoselov found a method to exfoliate graphene from graphite to one
atomic layer of graphene using a Scotch tape.2) Since then, graphene sparked active
researches of atomic layer materials. Due to the linear electronic energy dispersion
near the Fermi energy, electrons in graphene behave as massless Dirac fermions. The
absolute value of group velocity vg = 1

ℏ
∂E
∂k of the electron in the electronic energy

dispersion does not change despite of the existence of defects in the crystal. Graphene
has a high electron mobility because vg at the Fermi energy, i.e. Fermi velocity vF , is
quite large (vF ∼ c/300, c is the velocity of light).
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Figure 1.1: Crystal structures of some atomic layer materials: (a) graphene, (b) TMDs,
(c) black phosphorus, and (d) gallium telluride. (e) Three dimensional plot of the
electronic energy bands near the K and Λ points. The Brillouin zone and the typical
high-symmetry points are shown in the inset of (e).

There is one fundamental problem for the application of graphene to electronic
devices; that is, graphene is a semimetal without an energy gap. Many studies have
tried to open the energy gap for graphene, but it is still difficult for the industrial
application to adopt graphene. Six transition metal dichalcogenides [TMDs, MX2 (M
= Mo, W, and X = S, Se, Te)], as shown in Fig. 1.1 (b), are also recently studied for
avoiding the problem of graphene because TMDs are semiconductors with hexagonal
lattice structures like graphene. The reason why TMDs are semiconductors is that
the three atoms in the unit cells are different from one another (transition metal and
chalcogens). MoS2, abundantly existing TMD in nature, is commercially available as
a lubricant. As shown in Table 1.1, monolayer TMDs have various values (1-2 eV) of
the energy gaps depending on the combination of the constituent atoms. It is known
that the monolayer TMDs have a direct energy gap while the bulk TMDs have an
indirect energy gap because the bottom of the conduction band shifts from the top of
the valence band in bulk TMDs by the interlayer interaction. Interlayer interaction
strongly affects the conduction band since the conduction bands of TMDs consist of
the dz2 orbital, which are delocalized in the z direction (see Fig. 1.2).

In Figs. 1.1 (c) and (d), we show the structure of BP and GaTe, respectively.
These two materials are also studied recently and they have excellent optoelectronic
properties. BP belongs to D7

2h (D11
2h) space group for odd (even) number of layers

with AB stacking45) (AB stacking is one of stacking atomic layers in which a center
of a hexagon of one layer is put above an atom of the nearest neighbor layer).

Fig. 1.1: fig/ch1-crystal-structure.eps



1.3. BACKGROUND 4

Table 1.1: Optical energy band gap, mobility, photo-responsivity, and response time
of graphene, TMDs, BP, and GaTe.

Energy gap mobility responsivity response time
(eV) (cm2V−1s−1) (A/W) (s)

graphene semi-metal 10000l), 230000m) 0.01o) 1.5×10−12 o)

MoS2 Monolayer 1.83a),1.90b) 880p) 4p)

Bulk 1.23c), 1.29d)
0.1q)

(multilayer)
MoSe2 Monolayer 1.58e)

Bulk 1.09c), 1.1d)

MoTe2 Monolayer 1.10f)

Bulk 1.0d)

WS2 Monlayer 1.96e)

Bulk 1.35c)
9.2×10−5 r) 5×10−3 r)

(multilayer) (multilayer)
WSe2 Monolayer 1.65g)

Bulk 1.20c)

BP Bilayer 1.60h)

Bulk 0.33i,j)
45000n)

(few layer)

GaTe Bulk 1.796k)
274.3s), 104 t) 6×10−3 t)

(multilayer) (multilayer)
a) Ref. 27, b) Ref. 28, c) Ref. 29, d) Ref. 30, e) Ref. 31 f) Ref. 32, g) Ref. 33, h) Ref. 34,
i) Ref. 35, j) Ref. 36, k) Ref. 37, l) Ref. 2, m) Ref. 38, n) Ref. 39, o) Ref. 40, p) Ref. 4,
q) Ref. 41, r) Ref. 42, s) Ref. 43, t) Ref. 44.

The most interesting point of BP is in-plane anisotropic property of its electronic
structure. Due to the anisotropic structure in the directions of x (zigzag) and y (arm-
chair) as shown in Fig. 1.1 (c), BP shows an anisotropic properties such as in its elec-
trical conductivity46) as a tensor form, thermal transport,47) photo-current,48) optical
absorption,46,49–51) and polarized Raman intensity,46,52–54) which can be observed by
changing the direction of the polarization of light. The energy gap of BP monoton-
ically decreases from 1.5 to 0.3 eV with increasing the number of layers. Thus, BP
covers a smaller energy gap region than TMDs which is suitable for IR-THz optics.
In fact, BP has a relatively high mobility (45000 cm2V−1s−1)39) if compared with
TMDs. However, BP is chemically reactive and easily oxidized in the atmosphere,
which makes device application difficult.

On the other hand, GaTe, which is a monoclinic structure with C3
2h symmetry

shown in Fig. 1.1 (d), is less-reactive and can exist relatively stably in the atmosphere.
The advantage of GaTe is its high photo-responsivity44) (see Table 1.1), which allows
it to be a candidate of optoelectronic and photosensitive device applications. There
are not so many works for the anisotropic properties of GaTe.55) However, a low sym-
metry structure of GaTe compared with other atomic layer materials has a potential
to exhibit interesting anisotropic properties, for example, electrical conductivity and
Raman intensity like BP.
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Figure 1.2: Schematic figure of valley polarization in TMDs. The mj is the z-
component of total angular momentum for spin-split valence and conduction bands,
contributed by d orbital of transition metal (Mo or W). Right- (Left-) handed
circularly-polarized light σ+ (σ−) excites the electron at the K′ (K) point by fol-
lowing the selection rule of circularly-polarized light under the three-fold rotational
symmetry ∆mj = −2 (+2).

1.3.2 Optical valley polarization of TMDs

The hexagonal lattice structure such as graphene and TMDs has two independent
valleys (K and K′) at the corner of the hexagonal Brillouin zone as shown in the
inset of Fig. 1.1 (e). There is time reversal symmetry between the K and K′ points.
Valleytronics is an attempt to control the degree of freedom of the valleys. One
possible way to select an independent valley (or valley polarization) is optical valley
polarization by using left- and right-handed circularly-polarized light as is denoted by
σ+ and σ−, respectively, which is reported by Yao et al. in 2008.56) The right- (left-)
handed circularly-polarized light which has mirror symmetry on a mirror parallel to the
propagation direction of light, can excite only the electron at the K (K′) point56) (see
Sec. 3.1). Such a valley-selective optical transition occurs in the hexagonal structures
that does not have inversion symmetry since the inversion symmetry would request
that a Bloch state at k has a counterpart at −k in which same optical transition occurs
for k and −k states. For example, graphene which has inversion symmetry does not
show valley polarization.

Selection rule of optical transition at K (K′) valley

The optical selection rule for circularly-polarized light in TMDs can be understood
by the conservation of total angular momentum in the electric dipole transition. The
selection rule of the electric dipole transition is ∆ℓ = ±1 and ∆m = 0,±1, where ℓ
and m are, respectively, azimuthal and magnetic angular momenta. The valence bands
of TMDs near the K (K′) point consists of dx2−y2 ± idxy orbital (ℓ = 2,m = ±2) of
transition metal atom and the small contribution of px± ipy orbital (ℓ = 1,m = ±−1)
of chalcogen atoms, while the conduction bands consist of dz2 orbital (ℓ = 2,m = 0) of
transition metal atom and the small contribution of px± ipy orbital (ℓ = 1,m = ±−1)
of chalcogen atoms, where the plus (minus) sign is taken for the K (K′) point. Due to
the lack of inversion symmetry, the electronic energy bands of TMDs are split by the

Fig. 1.2: fig/ch1-valpol-orbital.eps



1.3. BACKGROUND 6

spin-orbit interaction.57–62) Then, by considering the z-component of the total angular
momentum mj = m + sz is given as shown in Fig. 1.2, where sz is z component of
1/2 spin of an electron. Generally, the selection rule of optical transition for ∆mj

by circularly-polarized light σ+ (σ−) is given by ∆mj = +1 (−1). However, in the
case of TMDs, we have to consider the selection rule under the three-fold rotational
symmetry at the K and K′ point around the z axis.56,63,64) The Bloch states of TMDs
at the K (K′) point are invariant for the three-fold rotation R

(
2π
3

)
, in which we can

write for the wave function |ψc(v)(k)⟩ as follows56):

R

(
2π

3
, ẑ

)
|ψc(v)(k)⟩ = e−i 2π

3 m
c(v)
j |ψj,c(v)(k)⟩. (1.1)

Then, the selection rule of the optical transition for circularly-polarized light is given
by56,63,64) (see Appendix A),

∆mj = mc
j −mv

j = ±1 + 3N, (1.2)

where N = 0,±1,±2, ... is the integer and the + (−) sign in Eq. (1.2) indicates σ+
(σ−). Eventually, we can obtain the optical selection rule for σ+ (σ−) in TMDs:
∆mj = −2 (+2) at the K (K′) point with N = −1(+1). Note that the spin quantum
number sz is conserved for the electric dipole transition (∆sz = 0).

k-dependence of valley polarization

The valley and spin are independent variables that both have two degrees of freedom
(K and K′, up and down), which can be coupled with each other in TMDs. Xiao et
al. discuss the valley-spin coupling in TMDs and derive an analytical formula for the
interband matrix element58). They consider the k ·p Hamiltonian by taking spin-orbit
coupling into account in the two bands model of TMDs, expressed as follows:

Ĥ = at (ξkxσ̂x + kyσ̂y) +
∆

2
σ̂z − λξ

σ̂z − 1

2
ŝz, (1.3)

where a, t, ∆, and λ are the lattice constant, effective hopping integral, energy gap,
and spin splitting, respectively. The σ̂ and ŝz are the Pauli matrices for the two basis
functions and spin, respectively. The variable ξ is the so-called valley spin (ξ = +1

for K and ξ = −1 for K′). The wave numbers kx and ky are measured form the K or
K′ points. From Eq. (1.3), they derive the matrix element M±(k) of electric dipole
transition for the σ± light as a function of k around the K (K′) point as follows58):

|M±(k)|2 =
m2

0a
2t2

ℏ2

(
1∓ ξ ∆2

√
∆2 + 4a2t2k2

)2

. (1.4)

When we put k = 0 for the K (K′) point, we obtain the selection rule for k at the K
(K′) that |M±(k)|2 =

2m2
0a

2t2

ℏ2 for σ− (σ+) light and |M±(k)|2 = 0 for σ+ (σ−) light
which shows that optical transition is forbidden at one of the two points for given σ±
light. Then, the degree of valley polarization as a function of k, η(k) around the K
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Figure 1.3: (a) Schematic picture of the experiment of the detection of valley polariza-
tion by Mak et al.12) (b)-(g) Photoluminescence intensity (left figure) and the valley
polarization ρ (right figure) of monolayer MoS2 with the excitation of left-handed
circularly-polarized light (σ−)12). Excitation laser energy is (b)-(c) 1.96 eV (633 nm),
on resonance with the A exciton, (d)-(e) 2.09 eV (594 nm), on resonance with the B
exciton, and (f)-(g) 2.33 eV (532 nm), off resonance with both the A and B exciton.

(K′) point is defined by

η(k) =
|M+(k)|2 − |M−(k)|2

|M+(k)|2 + |M−(k)|2
=

2ξ∆2
√
∆2 + 4a2t2k2

∆4 +∆2 + 4a2t2k2
. (1.5)

From Eqs. (1.4) and (1.5), the optical valley polarization monotonically decreases
[η(k)→ 0] with increasing k, that is, the distance from the K or K′ point.

Experimental observation of valley polarization in TMDs

An important question for the application of valleytronics is how to detect the valley
polarization in the experiment. Mak et al. and many researchers observed the optical
valley polarization by photoluminescence,12–24) optical Stark effect,25) and electro-
luminescence.26) In Fig. 1.3 (a), we show the schematic picture of photoluminescence
(PL) considered in the experiment by Mak, et al.12) PL is the process that the photo-
excited electron by the excitation laser is relaxed to the bottom of the conduction
band and that the photo-excited electron finally recombines with a hole by emitting
a photon. In the case of the TMDs, the excited electron by circularly-polarized light
is relaxed to the one of the bottoms at the K or K′ valley. Then the valley polarized
circularly-polarized light is observed as the light emission at the K (K′) point. In
order to discuss the valley polarization by PL, the degree of valley polarization ρ for
PL intensity is defined by

ρ =
I(σ−)− I(σ+)
I(σ−) + I(σ+)

, (1.6)

Fig. 1.3: fig/ch1-valpol-pl.eps
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where I(σ+) [I(σ−)] is the PL intensity for σ+ (σ−) light. ρ = −1 (+1) when the
emitted light is completely polarized to σ+ (σ−).

In Figs. 1.3 (b)-(g), we show the experimental PL intensity and the degree of the
valley polarization ρ of monolayer MoS2, one of TMDs, reported by Mak et al.12)

In Figs. 1.3 (b)-(g), all the excitations are given by σ− light and they observe the
emitted light by dividing σ+ and σ−. The PL intensity and the degree of the valley
polarization ρ in Fig. 1.3 is observed for three laser excitation energies EL: (b)-(c)
EL = 1.96 eV, (d)-(e) EL = 2.09 eV, and (f)-(g) EL = 2.33 eV. TMDs have large
spin-splitting around the K (K′) point (∼ 0.15 eV for MoS2) and two excitons (A and
B exciton) are observed with different resonance energy.12,13)

In 2D materials, since the exciton binding energy (∼ 0.1 eV) is sufficiently large,
the excitons can exist at the room temperature. The EL = 1.96 (2.09) eV correponds
to the resonance energy of the A (B) exciton while the EL = 2.33 eV is off-resonance
excitation energy from the A and B excitons. The degree of valley polarization ρ for
the resonance energy of the A or B excitons is almost 1.0 [Fig.1.3 (c) and (e)] while
the ρ for the off-resonance energy is almost 0 [Fig.1.3 (g)]. This result indicates that
the electron at the K valley is excited by σ− light and the excited electrons are mainly
relaxed to the bottom of conduction band of the K valley, and then the electron is
combined with a hole by emitting the σ− light in the case of the resonance excitation
energy for the A and B excitons. However, when the excitation energy is off-resonance,
the excitation of electron is far from the K point and η(k) in Eq. (1.5) approaches zero.
In this case, the excited electrons far from the K point are also scattered or relaxed to
the K′ point and we can not observe the valley polarization as shown in Fig. 1.3 (f)
and (g).

Another way to detect directly the valley polarization is achieved by breaking the
valley degeneracy by applying magnetic field, which is reported by Aivazian et al.21)

In Fig. 1.4 (a), we show the energy states of TMDs at the K and K′ point in the
magnetic field.21) When we apply the magnetic field, not only the Zeeman shift due
to the spin magnetic moment (∆s = 2szµBB, black arrows), but also the Zeeman
shift due to the valley magnetic moment (∆v = αξµBB, green arrows), and further
the energy shift by orbital magnetic moment (∆α = mµBB, purple arrows) affect to
the energy levels where ξ = −1(+1), µB , and α are, respectively, the valley index at
K (K′) valley, Bohr magneton, and the valley g-factor. We note that ∆α does not
affect in conduction bands since the conduction bands of TMDs at the K valley is by
dz2 (m = 0) orbital of transition metal. Then the valley degeneracy at the K and K′

points are lifted by ∆s, ∆v, and ∆α in the magnetic field. In Fig. 1.4 (b), we show
the polarization-resolved PL intensity of monolayer WSe2 excited by σ+ and σ− light
under the magnetic field.21) The peak positions of PL for σ+ and σ− excitation are
shifted under the magnetic field due to the lifting of valley degeneracy.

“Λ valley”: another valley in the Brillouin zone

Let us discuss the valley in the other k point in the Brillouin zone. As discussed
above, the optical valley polarization at the K (K′) valleys is well investigated up
to now. However, the electronic structures of TMDs are not so simple. It is known
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Figure 1.4: The detection of valley polarization for WSe2 under the magnetic field.21)
(a) Energy states of TMDs at the K and K′ valley under the magnetic field. Solid
(Dashed) lines are the energy states with (without) magnetic field. Black, green, and
purple arrows are, respectively, the Zeeman shift due to the spin magnetic moment,
the atomic orbital contribution, and the valley magnetic moment. (b) Polarization-
resolved PL intensity of WSe2 for the excitation by σ+ and σ− light under the magnetic
field of -7 T (top), 0 T (middle), and +7 T (bottom). Laser excitation energy is 1.88
eV.

that there is another so-called Λ valley between the Γ and the K points at slightly
higher energy compared that of the K valley in TMDs.65) [see Fig. 1.1 (e)] The optical
absorption for the gap energy at the Λ point is strong because of large joint density
of states due to the nesting of energy bands.65,66) Selig et al. reported the existence
of an intervalley exciton where an electron is located at the Λ point and a hole is at
the K point.67) The valley polarization of higher energy region including Λ valley is
not yet discussed until now. We might find the new possibility of valleytronics by
using the Λ valley. In order to study the optical valley polarization at large EL, we
perform the first-principles calculation to obtain the laser energy dependence of the
valley polarization with the consideration of all energy bands near the Fermi energy,
discussed in Chapter 3.

Fig. 1.4: fig/ch1-valpol-magnetic.eps
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(a) Stokes process

Figure 1.5: Schematic picture of Raman scattering process for (a) Stokes and (b)
Anti-Stokes Raman scattering. EL, Es, and ℏων are the energy of the incident laser,
scattered light, emitted (absorbed) phonon, respectively. The Mfi

opt (Mfi
ep) indicates

the electron-photon (electron-phonon) matrix element from the i to f state.

1.3.3 Polarized and helicity-resolved Raman spectroscopy in
atomic layer materials

In this subsection, we introduce Raman spectroscopy with the polarization of light,
which is another topic of this thesis.

Basic concept of Raman spectroscopy

Raman spectroscopy is the conventional technique to know the crystal and electronic
structures of materials. Raman scattering is inelastic scattering of light in which
the difference of the energy between the incident and scattered light is used for the
absorption or emission of a phonon. In Fig. 1.5, we show the schematic picture of the
process of Raman scattering. The incident photon interacts with the electron (electron-
photon interactionMmi

opt) in the valence band and excites the electron to the conduction
band. Then, the photo-excited electron emits (or absorbs) a phonon by electron-
phonon interaction Mm′m

ep and returns to the valence band by emitting a photon by
electron-photon interaction M im′

opt . The scattering process of light with emitting (or
absorbing) the phonon is called as Stokes (or Anti-Stokes) Raman scattering.

The signal of the inelastic scattered light is usually very weak compared with elastic
scattering. However, the Raman intensity is enhanced when the energy of either the
incident or scattered light matches with the energy separation between the initial
and final electronic states which corresponds to the situation that m (or m′) is a real
electronic state (resonant Raman spectroscopy). We show the schematic picture of the
resonant Raman scattering for not only the first-order (one phonon) but also second-
order (two phonons) processes in Fig. 1.6. As shown in Fig. 1.6 (a), resonance condition
is satisfied when the incident (scattered) laser energy matches the energy difference
between i and m (m′) states, which is called incident (scattered) resonance. One of
the two intermediate states (m and m′) is not necessary to be the real (eigen) state,

Fig. 1.5: fig/ch1-raman-process.eps



11 CHAPTER 1. INTRODUCTION

m

m'

m

m'

(a) First order scattering (b) Second order scattering

(b1) Intravalley

m

m"

m'

q

m

m"

m'

q

(b2) Intervalley

q
m

m"

m'

Incident

resonance

Scattered

resonance

Incident resonance Scattered resonance

q

Incident resonance

Scattered resonance

q－

q－

q－

q－

m
m'

m"

Figure 1.6: The illustration of resonant Raman scattering process for (a) first-order
(one phonon) and (b) second-order (two phonon) scattering.68) In the second-order
scattering, we show the (b1) intravalley and (b2) intervalley scattering. The label i
(initial and final states, open circle) m, m′, and m′′ (intermediate states) are either
real or virtual electronic states. q and −q are the wave number of phonon. We show
the initial and final states as white solid circle, and intermediate real (virtual) state
as black solid (white dashed) circle.

which is called “virtual state” described by dashed open circle in Fig. 1.6. Assuming
that the initial and final states of electron in Raman scattering is the same, only the
q = 0 (Γ point) phonon is emitted or absorbed in the incident and scattered resonance
of first-order Raman scattering [see Fig. 1.6 (a)].

The Raman intensity of second-order Raman scattering process which emits or
absorbs two phonons is comparable with the first-order process when two resonant
conditions are satisfied simultaneously (two states in the three intermediate m, m′,
and m′′ states are eigen states). As shown in Fig. 1.6 (b), m and m′ (m′ and m′′)
states of incident (scattered) resonance are real states. In the case of second-order
Raman scattering, q ̸= 0 phonon can be emitted or absorbed to satisfy the momentum
conservation and the intermediate states are possible not only in the same valley
[intravalley scattering with small q, Fig. 1.6 (b1)], but also in the different valley
[intervalley scattering with large q, Fig. 1.6 (b2)].

The difference of the energy between the incident and scattered light which we
call Raman shift corresponds to the energy of the emitted (absorbed) phonon and
we usually plot the Raman spectra as a function of Raman shift defined by a energy
difference between incident and scattered light in units of cm−1. In Fig. 1.7, we show
(a) the Raman spectra69) and (b) the phonon dispersion of graphene.70) It is known
that graphene has strong Raman peak called the G band around the 1600 cm−1. This
peak corresponds to the emission of phonons in the doubly-degenerate in-plane phonon
modes which are called LO and iTO mode. The LO and iTO modes have the wave
number of 1600 cm−1 at the Γ point [see the phonon dispersion of graphene in Fig. 1.7
(b)]. The oTO phonon mode as another optical phonon mode with the frequency of
840 cm−1 at the Γ point which vibrates out-of-plane direction in Fig. 1.7 (b), is not

Fig. 1.6: fig/ch1-raman-process2.eps
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Figure 1.7: (a) Raman spectra of graphene edge.69) (b) Phonon dispersion of graphene
calculated by Hasdeo, et al.,70) (solid line) and the experimental data, reported by
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Figure 1.8: Geometry of the polarized Raman spectroscopy.73) The Pi (Ps) is the
polarization vector of incident (scattered) light which indicates the direction of the
polarization of light divided by the polarizer. The θ1 and θ2 are the polarization
angles.

a Raman active mode, but an infrared active mode and thus does not appear in the
Raman spectra. The D and D′ bands which appear around 1350 and 1650 cm−1,
respectively, arise from the scattering by the point defect or edge of the sample and
we can evaluate the quality of the sample. The D and D′ bands vanish in the single
crystal graphene which does not have defects. The G′ band at around 2700 cm−1 is
originated from the second-order Raman process which emits two phonons with q ̸= 0

at around the K (K′) point. We can obtain rich information of the sample from Raman
spectroscopy.

Polarized Raman spectroscopy

The Raman intensity depends on the polarization of light. For example, materials
with low symmetrical structures show the anisotropic Raman intensity by changing the

Fig. 1.7: fig/ch1-raman-phonon.eps
Fig. 1.8: fig/ch1-pol-raman.eps
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(a) (b) (c) (d)

Black phosphorus Gallium telluride

Figure 1.9: (a) Sample configuration of black phosphorus for angle-resolved Ra-
man spectroscopy.74) (b) Polarized Raman spectra of black phosphorus for the A1

g,
B2g, and A2

g peaks.74) (c) Sample configuration of GaTe for angle-resolved Raman
spectroscopy.55) (d) Angle-resolved Raman spectra of GaTe for the peak at 115 (Ag),
126 (double resonant mode), and 161 (Ag) cm−1.55)

direction of polarization of the incident and scattered light, which is called polarized
Raman spectroscopy. In Fig. 1.8, we show the geometry of the experimental set up for
polarized Raman spectroscopy.73) In polarized Raman spectroscopy, we measure the
intensity of the scattered light by changing the polarization of the direction for the
incident and scattered light. There are two typical geometries of the polarization, that
is, parallel (HH) and perpendicular (HV) configurations. The parallel configuration is
the geometry which the polarization direction of the incident and scattered light are
parallel each other while the polarization direction of incident and scattered light in
perpendicular configuration is perpendicular to each other. By rotating θ of polarizers
with fixing θ1 and θ2 as parallel configuration (θ = θ1 = θ2), we can obtain the
HH-polarized Raman spectra as a function of ψ, as is shown in Fig. 1.8.

In Fig. 1.9, we show the angle-resolved Raman spectra of BP74) and GaTe.55) In
BP, we observe three typical Raman peaks, A1

g, B2g, and A2
g modes at around 361,

438, and 466 cm−1, respectively. As shown in Fig. 1.9 (b), Raman intensity of A1
g and

A2
g (B2g) modes are enhanced when θ = 0 or 90 (45) degree. In the case of GaTe, Ag

(Bg) Raman intensity for the peak at around 115 (161) cm−1 is enhanced when θ =

0 (45) degree [Fig. 1.9 (d)]. The Raman peak at 126 cm−1 corresponding to double
resonant scattering does not have any polarization direction for the polarized Raman
intensity.55) The simple explanation of the polarized Raman intensity is given by the
Raman tensor75) which is the classical theory with considering only the symmetry of
phonon vibration (the details of Raman tensor is given in Sec. 2.5). According to the
discussion of the Raman tensor, the Raman intensity for ν phonon mode IRaman(ν) is
given by

Is(ν) =
∣∣∣P ∗

s

←→
R (ν)Pi

∣∣∣2 , (1.7)

Fig. 1.9: fig/ch1-angle-raman.eps
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where Pi (Ps) and
←→
R (ν) are the polarization vector of incident (scattered) light and

the Raman tensor for the ν phonon mode. Raman tensor gives the Raman intensity as
a function of polarization angles θ1 = θ2 of incident and scattered light, respectively.
Raman tensors for Ag and Bg phonon modes which are observed in GaTe and BP are,
respectively, written as (see Table 2.1),

←→
R (Ag) =

 a 0 0

0 b 0

0 0 c

 , (1.8)

←→
R (Bg) =

 0 d 0

d 0 0

0 0 0

 . (1.9)

Here we consider the case that the linearly-polarized light propagates in z-direction
(perpendicular to atomic layer plane) and that the polarization vectors for incident
and scattered light are parallel to each other (parallel configuration). Then, the po-
larization vectors for the parallel configuration are written as,

Pi = Ps =

 cos θ

sin θ

0

 , (1.10)

where θ is the HH polarization angle of the light in xy plane which we set θ = 0 for
the x axis. By using Eqs. (1.7)-(1.10), the Raman intensities for Ag and Bg modes
under the parallel configuration are given by,

Is(Ag) =

∣∣∣∣∣∣( cos θ sin θ 0
) a 0 0

0 b 0

0 0 c

 cos θ

sin θ

0

∣∣∣∣∣∣
2

=
∣∣a cos2 θ + b sin2 θ

∣∣2 , (1.11)

Is(Bg) =

∣∣∣∣∣∣( cos θ sin θ 0
) 0 d 0

d 0 0

0 0 0

 cos θ

sin θ

0

∣∣∣∣∣∣
2

= |2d sin θ cos θ|2 . (1.12)

In Fig. 1.10, we plot the Raman intensity for Ag and Bg Raman mode as a function
of polarization angle θ calculated by Eqs. (1.11) and (1.12). The Raman intensity for
Ag (Bg) mode has maximum intensity for θ = 90◦ and 270◦ (θ = 45◦, 135◦, 225◦, and
315◦). The main axis of polar plot for Raman intensity in Fig. 1.10 is x- (90◦ and
270◦) direction for the case of a > b while the main axis is flipped to y- (0◦ and 180◦)
direction in the case of b > a. In such a way, Raman tensor tells us the general shape
of polar plot of Raman intensity. However, the parameters a, b, c, and d of Raman
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Figure 1.10: Plot of Raman intensity for (a) Ag and (b) Bg modes calculated by
Raman tensor in Eqs. (1.11) and (1.12). We use a = 1, b = 0.5, d = 1 in the plot.

tensors in Eq. (1.8) and (1.9) depend on the excitation laser energy on the electronic
wave function and the thickness (see Fig. 4.6 in chapter 4). In order to understand the
laser energy and thickness dependence of the polar plot of Raman intensity, we need
to consider the theoretical treatment of quantum mechanics. We clarify the detail of
polarized Raman spectra in BP and GaTe by considering the symmetry of the wave
function and the interference effect in Chapter 4.

Helicity-resolved Raman spectroscopy

Finally, we introduce the helicity-resolved Raman spectroscopy which is somewhat new
in the Raman spectroscopy. Chen et al. reported that IMC phonon mode in the Raman
spectra of MoS2 change the helicity of light76,77) (σ+ or σ−) after Raman scattering.1)

There are two typical Raman peaks called IMC and OC modes at around 390 and 410
cm−1 in MoS2. IMC (OC) mode is the phonon mode in which the transition metal and
chalcogen (only the chalcogen) atoms vibrate to in-plane (out-of-plane) direction as
shown in Fig. 1.11 (a) top. As shown in Figs. 1.11 (b) and (c), the IMC peak appears
only when the helicity of the incident and scattered light is different [z̄(σ+ σ−)z, blue
line] while the OC peak appears when the helicity of light is same [z̄(σ+ σ+)z, orange
line]. The symbol of z̄(σs σi)z denotes the σi circularly-polarized light propagates in
the direction of z and scattered backwards (z̄) with σs circularly-polarized light. The
helicity exchange in IMC Raman mode is observed also in the multilayer TMDs even
for the bilayer TMDs which does not have the inversion symmetry [see Fig. 1.11 (b)].
In the multilayer TMDs, There are also Raman active inter-layer vibrating modes
which is called shear and breathing modes [Fig. 1.11 (a) bottom]. Chen et al. also
reported that such a helicity exchange of photon is observed in interlayer phonon mode
in multilayer MoS2, too.78) As shown in Fig. 1.11 (d), the shearing (breathing) mode
which vibrates in-plane (out-of-plane) direction changes (does not change) the helicity
in Raman scattering process.

The selection rule of circularly-polarized light for IMC and OC modes can be

Fig. 1.10: fig/ch1-poldep.eps
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(a)

(b) (c)

(d)

Monolayer MoS2

Figure 1.11: (a) Vibration modes of TMDs. The orange (green) color indicates tran-
sition metal (chalcogen). We show the in-plane (IC and IMC), out-of-plane (OC and
OMC), shear, and breathing modes. (b)-(d) Helicity-resolved Raman spectra of MoS2;
(b) layer number dependence, (c) laser energy dependence of monolayer MoS2, and
(d) Shear and breathing mode. Orange (blue) line is the Raman spectra that optical
helicity does not change (change). Helicity-resolved Raman spectra.

discussed, too, by Raman tensor in Eq. (1.7). The polarization vector for σ+ (σ−)
light is written by Pσ+ = 1√

2
(1, i, 0) [Pσ− = 1√

2
(1,−i, 0)]. The Raman tensor for

OC (Ag) and doubly-degenerate IMC (E′) mode in D3h symmetry is written by (see
Table 2.1),

←→
R (IMC) =

 0 d 0

d 0 0

0 0 0

 ,

 d 0 0

0 −d 0

0 0 0

 . (1.13)

←→
R (OC) =

 a 0 0

0 a 0

0 0 c

 . (1.14)

Then the Raman intensity is calculated by using Eqs. (1.7), (1.13), and (1.14) as

Fig. 1.11: fig/ch1-helicity-raman.eps
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follows:

IRaman(IMC) =
∣∣∣P ∗

σ−
←→
R (IMC)Pσ+

∣∣∣2 = |d|2,

IRaman(IMC) =
∣∣∣P ∗

σ+

←→
R (IMC)Pσ+

∣∣∣2 = 0,

IRaman(OC) =
∣∣∣P ∗

σ−
←→
R (OC)Pσ+

∣∣∣2 = 0,

IRaman(OC) =
∣∣∣P ∗

σ+

←→
R (OC)Pσ+

∣∣∣2 = |a|2.

(1.15)

From Eq. (1.15), we can know that the Raman scattering for IMC (OC) mode changes
(does not change) the helicity of light. The helicity exchange of IMC Raman mode
implies that IMC phonon modes can change the helicity of light in the scattering
process with exchanging the angular momentum from phonon to the photon.

The angular momentum of a photon is defined by76,77)

Sphoton = σ
kopt

|kopt|
, (1.16)

where kopt is the momentum vector whose direction is the propagation direction
of light. The σ is called helicity and has the value of either +1 or −1 for left or
right-handed circularly-polarized light, respectively. We can confirm the fact that
the circularly-polarized light has the angular momentum as follows. The circularly-
polarized electromagnetic plane wave propagating z direction is written by

E(z, t) =
1√
2
ei(koptz+ωt)

 1

iσ

0

 . (1.17)

The electric field defined by Eq. (1.17) represents the eigen modes of z-component of
the spin-1 matrix operator Ŝ defined by79)

Ŝ = −i


 0 0 0

0 0 −1
0 −1 0

 ,

 0 0 −1
0 0 0

1 0 0

 ,

 0 1 0

−1 0 0

0 0 0

 . (1.18)

By Eqs. (1.17) and (1.18), we obtain

ŜzE(z, t) = σE(z, t). (1.19)

In 2D material, degenerate in-plane phonon modes can have angular momentum.
The concept of angular momentum of phonon is discussed by Zhang and Niu78,80).
We call the phonon with the angular momentum “chiral phonon”. Here we discuss the
angular momentum of phonon around the z axis and consider the phonon vibration
in xy plane: phonon eigen vector ϵ = (x1, y1, x2, y2, ..., xn, yn) where n is the number
of atoms in the unit cell. In order to represent the angular momentum of phonon
more explicitly, we use the basis of phonon eigen vectors for circular polarization as
|R1⟩ ≡ 1√

2
(1, i, 0, 0, ...), |L1⟩ ≡ 1√

2
(1,−i, 0, 0, ...), |R2⟩ ≡ 1√

2
(0, 0, 1, i, ...), . |L2⟩ ≡
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Figure 1.12: (a)-(b) Circular polarization of phonon in (a) graphene and (b) monolayer
MoS2. The circle (triangle) indicates the oprical (acoustic) phonon mode.

1√
2
(0, 0, 1,−i, ...), .... Then the phonon eigen vector ϵ is written by

ϵ =
n∑

α=1

ϵRα|Rα⟩+ ϵLα|Lα⟩, (1.20)

where ϵRα (ϵLα), α, n are the coefficient for right- (left-) handed circularly-polarized
chiral phonon, the label of atom in the unit cell, and the number of atom in the unit
cell, respectively. The coefficients ϵRα and ϵLα are, respectively, given by

ϵRα = ⟨Rα|ϵ⟩, (1.21)
ϵLα = ⟨Lα|ϵ⟩. (1.22)

By using ϵRα and ϵLα in Eq. (1.21) and (1.22), the circular polarization of phonon
along the z direction szph is defined by78)

szph =
n∑

α=1

(
|ϵRα|2 − |ϵLα|2

)
. (1.23)

When the phonon exchange the angular momentum in the Raman scattering pro-
cess, szph in Eq. (1.23) has the finite value. In Fig. 1.12, we plot the szph in Eq. (1.23)
for graphene and monolayer MoS2. In the case of graphene, szph is always zero due
to the existence of inversion symmetry. This means that the phonons in graphene do
not have the angular momentum and usually can not exchange the helicity of light in
Raman scattering process. In the case of monolayer MoS2, szph of the most phonon
modes around the K point has finite value. This result is consistent with the fact that
the valley-selective optical transition by σ− (σ+) light can occur in the K (K′) point.
When the electron at the K point is excited by the σ− light and scattered to the K′

point by the K point phonon which exchanges the angular momentum, optical transi-
tion of scattered electron at the K′ point has the helicity of σ+ (helicity-switching).

It should be noted that the G band in graphene and IMC mode in monolayer

Fig. 1.12: ch1-chiral-phonon.eps
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MoS2 correspond to the first-order Raman process, in which only the Γ point phonon
contributes to the Raman scattering. From the calculated results in Fig. 1.12, the Γ

point phonons do not have the circular polarization (szph = 0). It means that |L⟩ and
|R⟩ have equal contributions to the eigen vectors of the phonon. The degenerate eigen
vectors are written in orthogonal form as,

ϵ1 =
1√
2
(|R⟩+ |L⟩), (1.24)

ϵ2 =
1√
2
(|R⟩ − |L⟩). (1.25)

The degenerate eigen vectors can be reconstructed by the unitary transformation as,

ϵ′1 =
1√
2
(ϵ1 + ϵ2) = |R⟩, (1.26)

ϵ′2 =
1√
2
(ϵ1 − ϵ2) = |L⟩, (1.27)

which means that the szph can be determined arbitrarily only for the degenerate state
and can have the circular polarization which is nothing but the angular momentum.
The doubly-degenerate phonon mode at the Γ point can have the angular momentum
and the conservation of angular momentum is satisfied in the Raman process for the
G band of graphene of IMC mode of MoS2.

Based on the discussion of chiral phonon with the angular momentum, Zhang
and Niu predicted that helicity exchange can be observed in the doubly-degenerate G
band in gapped graphene by considering the conservation of angular momentum.78)

However, the helicity-exchange would occur in not only gapped graphene, but also in
gapless graphene since the shape of Raman tensor for the G band in graphene is same
with IMC mode in TMDs as shown in Eq. (1.13). Further, we will show the phe-
nomena of helicity-exchange can occur even in nondegenerate phonon, by quantitative
calculation to understand the detail and the mechanism of helicity-resolved Raman
scattering.

In Chapter 5, we will explain that we develop the programs to calculate the first-
order resonant Raman spectra by first-principles calculation and perform the calcula-
tion for TMDs and graphene. Using the calculated results, we discuss the mechanism
of helicity-resolved Raman spectra of TMDs and graphene in Chapter 5.



Chapter 2

Methods to calculate optical
absorption and Raman spectra

Electrons in a material can interact with photons, phonons (lattice vibrations), other
electrons (Coulomb interaction), etc. Therefore, electron-photon and electron-phonon
interactions are essential to discuss the optical properties. In this chapter, we present
the basic formulation to calculate the electron-photon and electron-phonon matrix
elements.

2.1 Time-dependent perturbation theory

Light is an electromagnetic wave vibrating as a function of time. We can discuss the
interaction associated with the light by using time-dependent perturbation theory. In
this section, we derive the transition probability from i to f state up to third-order
perturbation which is related to the first-order Raman scattering.

2.1.1 General time-dependent perturbation Hamiltonian

We start from the Hamiltonian with the time-dependent perturbation term H ′(t) as,

H(t) = H0 +H ′(t), (2.1)

where H0 is the time-independent unperturbed Hamiltonian. The time-dependent
eigen state |Ψ(t)⟩ can be described by the time-dependent Schrödinger equation as
follows:

iℏ
∂

∂t
|Ψ(t)⟩ = H(t)|Ψ(t)⟩. (2.2)

We define the eigen state |m⟩ with the eigen energy Em for unperturbed Hamiltonian
H0;

H0|m⟩ = Em|m⟩. (2.3)

20
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We note that the H0 is the Hermitian operator and then the eigen function of H0 is
expressed by complete orthonormal set as follows:

⟨n|m⟩ = δnm, (2.4)∑
m

|m⟩⟨m| = 1. (2.5)

We expand the time-dependent eigen state |Ψ(t)⟩ by the orthonormal complete set as
follows:

|Ψ(t)⟩ =
∑
m

am(t)e
Em
iℏ t|m⟩, (2.6)

where am(t) is the time-dependent expansion coefficient. Substituting Eq. (2.6) into
(2.2), the right- and left-hand sides of Eq. (2.2) are, respectively, written by

iℏ
∂

∂t
|Ψ(t)⟩ =

∑
m

{
iℏ
∂am(t)

∂t
+ Emam(t)

}
e

Em
iℏ t|m⟩, (2.7)

H(t)|Ψ(t)⟩ = (H0 +H ′(t))|Ψ(t)⟩

=
∑
m

(Em +H ′(t))am(t)e
Em
iℏ t|m⟩. (2.8)

Then, by using Eqs. (2.4), (2.5), (2.7), and (2.8), the time-dependent Schrödinger
equation in Eq. (2.2) is further calculated as follows:

iℏ
∑
m

∂am(t)

∂t
e

Em
iℏ t|m⟩ =

∑
m

H ′(t)am(t)e
Em
iℏ t|m⟩

∑
m′

{
iℏ
∂am′ (t)

∂t
e

E
m

′
iℏ t −

∑
m

am(t)e
Em
iℏ t⟨m′|H ′(t)|m⟩

}
|m′⟩ = 0. (2.9)

Multiplying ⟨n| from the left side of Eq. (2.9), we obtain

∂an(t)

∂t
=

1

iℏ
∑
m

am(t)e
Em−En

iℏ t⟨n|H ′(t)|m⟩. (2.10)

The time-dependent coefficient an(t) can be obtained by integrating Eq. (2.10) from
t0 to t and we obtain

an(t) = an(t0) +
1

iℏ
∑
m

∫ t

t0

dt′am(t)e
E

(0)
m −E

(0)
n

iℏ t⟨n|H ′(t′)|m⟩. (2.11)
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In Eq. (2.11), substituting the left hand side to right hand side iteratively, we obtain
the expression of an(t) as follows:

an(t) = an(t0) +
1

iℏ
∑
m

∫ t

t0

dt′am(t0)e
Em−En

iℏ t′⟨n|H ′(t′)|m⟩

+
1

(iℏ)2
∑
m

∑
m′

∫ t

t0

dt′
∫ t′

t0

dt′′am′(t0)e
E

m′−Em
iℏ te

Em−En
iℏ t

×⟨n|H ′(t′)|m⟩⟨m|H ′(t′′)|m′⟩

+
1

(iℏ)3
∑
m

∑
m′

∑
m′′

∫ t

t0

dt′
∫ t′

t0

dt′′
∫ t′′

t0

dt′′′am′′(t0)

×e
E

m′′−E
m′

iℏ te
E

m′−Em
iℏ te

Em−En
iℏ t

×⟨n|H ′(t′)|m⟩⟨m|H ′(t′′)|m′⟩⟨m′|H ′(t′′′)|m′′⟩
+.... (2.12)

The second, third, and fourth terms in Eq. (2.12) are the first-, second-, and third-
order perturbation coefficients [a(1)n (t), a(2)n (t), and a(3)n (t)], respectively. The an(t0) is
determined by the initial condition. The initial state at the time t0 is the eigen state
of H0, that is,

|Ψ(t0)⟩ =
∑
n

an(t0)e
En
iℏ t0 |n⟩ = |i⟩. (2.13)

Under this initial condition, we can obtain an(t0) to satisfy Eq. (2.13) as follows:

an(t0) = δni. (2.14)

Thus, the first-, second-, and third-order perturbation coefficients in Eq. (2.12), a(1)n (t),
a
(2)
n (t), and a(3)n (t) are, respectively, written by

a(1)n (t) =
1

iℏ

∫ t

t0

dt′e
Ei−En

iℏ t′⟨n|H ′(t′)|i⟩, (2.15)

a(2)n (t) =
1

(iℏ)2
∑
m

∫ t

t0

dt′
∫ t′

t0

dt′′e
Ei−Em

iℏ t′′e
Em−En

iℏ t′⟨n|H ′(t′)|m′⟩⟨m′|H ′(t′′)|i⟩,

(2.16)

a(3)m (t) =
1

(iℏ)3
∑
m

∑
m′

∫ t

t0

dt′
∫ t′

t0

dt′′
∫ t′′

t0

dt′′′e
Ei−E

m′
iℏ t′′′e

E
m′−Em

iℏ t′′e
Em−En

iℏ t′

×⟨n|H ′(t′)|m⟩⟨m|H ′(t′′)|m′⟩⟨m′|H ′(t′′′)|i⟩. (2.17)
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2.1.2 Time-dependent periodic perturbation

We assume the time-dependent periodic perturbation with frequency ω, which is writ-
ten by

H ′(t) = V e−iωt + V †eiωt. (2.18)

This perturbation Hamiltonian can be applied to a vibrating electromagnetic wave
or phonon vibration which is discussed in Sec. 2.2 and 2.4. Using the perturbation
Hamiltonian in Eq. (2.18), the first-order perturbation coefficient a(1)n (t) in Eq. (2.15)
is written by

a(1)n (t) =
1

iℏ
⟨n|V |i⟩

∫ t

t0

dt′e
i
ℏ (En−Ei−ℏω)t′ +

1

iℏ
⟨n|V †|i⟩

∫ t

t0

dt′e
i
ℏ (En−Ei+ℏω)t′ .

(2.19)

The integration in Eq. (2.19) is calculated as follows:∫ t

t0

dt′e
i
ℏ (En−Ei±ℏω)t =

i

ℏ
(En − Ei ± ℏω)

(
e

i
ℏ (En−Ei±ℏω)t′ − e i

ℏEi−En±ℏω)t0
)

=
2ℏ

En − Ei ± ℏω
sin

{
En − Ei ± ℏω

2ℏ
(t− t0)

}
e

Ei−En±ℏω

2ℏ (t+t0).

(2.20)

The expression in Eq. (2.20) is for finite time while we consider the limit of t → ∞
and t0 → −∞ in the following discussion. Under the limit of t → ∞ and t0 → −∞,
the integration in Eq. (2.19) is expressed by the delta function as follows:∫ ∞

−∞
dt′e

i
ℏ (En−Ei±ℏω)t = 2πℏδ(En − Ei ± ℏω). (2.21)

Then, the transition probability from the initial state |i⟩ to another state |n⟩ by the
first-order time-dependent perturbation with perturbation Hamiltonian in Eq. (2.18)
is calculated under the limit of t→∞ and t0 → −∞:

|a(1)n |2 =

∣∣∣∣ 1iℏ ⟨n|V |i⟩
∫ ∞

−∞
dt′e

i
ℏ (En−Ei−ℏω)t′ +

1

iℏ
⟨n|V †|i⟩

∫ ∞

−∞
dt′e

i
ℏ (En−Ei+ℏω)t′

∣∣∣∣2
= (2π)2

∣∣⟨n|V |i⟩δ(En − Ei − ℏω) + ⟨n|V †|i⟩δ(En − Ei + ℏω)
∣∣2

= (2π)2δ(0)
(
|⟨n|V |i⟩|2δ(En − Ei − ℏω) + |⟨n|V †|i⟩|2δ(En − Ei + ℏω)

)
.

(2.22)

In the derivation from the second to the third line in Eq. (2.22), we use

|δ(En − Ei ± ℏω)|2 = δ(0)δ(En − Ei ± ℏω), (2.23)
δ(En − Ei + ℏω)δ(En − Ei − ℏω) = 0. (2.24)
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The factor 2πℏδ(0) =
∫∞
−∞ dt is the time from −∞ to ∞ and thus we can obtain the

transition probability from the initial (i) to the final (f) state per unit time W fi by
dividing Eq. (2.22) by 2πℏδ(0):

W fi(1) =
|a(1)f |2

2πℏδ(0)

=
2π

ℏ
|⟨f |V |i⟩|2δ(Ef − Ei − ℏω) +

2π

ℏ
|⟨f |V †|i⟩|2δ(Ef − Ei + ℏω).

(2.25)

This result is the so-called Fermi’s golden rule that gives the transition probability from
the i to f state within the first-order time-dependent perturbation theory. Optical
absorption is a process where an electron excites from the valence to conduction band
by interacting with light. We can directly calculate the optical absorption probability
by Fermi’s golden rule.

2.1.3 Second- and third-order time-dependent perturbation the-
ory

The transition probability from the i to f state by mediating the intermediate state m
is calculated by higher-order time-dependent perturbation theory. The first-order Ra-
man scattering process discussed in Sec. 2.5 is calculated by the third-order perturba-
tion theory. Here we consider the perturbation Hamiltonian as harmonic perturbation
that gradually switches on, more generally defined by:

H ′(t) = eη1tV1e
±iω1t + eη2tV2e

±iω2t + ..., (2.26)

where η1, η2, ... are the factors to switch on the potential gradually and approach
0 in the limit. Using the perturbation Hamiltonian in Eq. (2.26), the second-order
perturbation coefficient a(2)n (t) in Eq. (2.16) is written by

a(2)n (t) =
1

(iℏ)2
∑
m

∫ t

t0

dt′
∫ t′

t0

dt′′e
i
ℏ (Em−Ei±ℏω1−iℏη1)t

′′
e

i
ℏ (En−Em±ℏω1−iℏη1)t

′

×⟨n|V1|m⟩⟨m|V1|i⟩

+
1

(iℏ)2
∑
m

∫ t

t0

dt′
∫ t′

t0

dt′′e
i
ℏ (Em−Ei±ℏω1−iℏη1)t

′′
e

i
ℏ (En−Em±ℏω2−ℏη2)t

′

×⟨n|V2|m⟩⟨m|V1|i⟩
+.... (2.27)
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The second-order perturbation associated with V1 and V2, a
(2)
n,V1,V2

(t) [second term in
Eq. (2.27)] is further calculated as follows:

a
(2)
n,V1,V2

(t) =
1

(iℏ)2
∑
m

∫ t

t0

dt′
∫ t′

t0

dt′′e
i
ℏ (Em−Ei±ℏω1−iℏη1)t

′′
e

i
ℏ (En−Em±ℏω2−ℏη2)t

′

×⟨n|V2|m⟩⟨m|V1|i⟩

=
1

(iℏ)2
∑
m

(−iℏ) ⟨n|V2|m⟩⟨m|V1|i⟩
Em − Ei ± ℏω1 − iℏη1

∫ t

t0

dt′
{
e

i
ℏ (Em−Ei±ℏω1−iℏη1)t

′

−e i
ℏ (Em−Ei±ℏω1−iℏη1)t0

}
e

i
ℏ (En−Em±ℏω2−ℏη2)t

′

=
1

(iℏ)2
∑
m

(−iℏ) ⟨n|V2|m⟩⟨m|V1|i⟩
Em − Ei ± ℏω1 − iℏη1

×
{∫ t

t0

e
i
ℏ (En−Ei±ℏω1±ℏω2−iℏ(η1+η2))t

′
dt′

+ eη1t0e
i
ℏ (Em−Ei±ℏω1)t0

∫ t

t0

e
i
ℏ (En−Em±ℏω2−ℏη2)t

′
dt′
}
. (2.28)

Then, we take the limit of t0 → −∞, t → ∞ and after that, take the limit of η1 →
0, η2 → 0 in the integral. The second term in Eq. (2.28) becomes zero in this limit
and we obtain,

a
(2)
n,V1,V2

=
i

ℏ
∑
m

⟨n|V2|m⟩⟨m|V1|i⟩
Em − Ei ± ℏω1 − iℏη1

∫ ∞

−∞
e

i
ℏ (En−Ei±ℏω1±ℏω2)t

′
dt′

= 2πi
∑
m

⟨n|V2|m⟩⟨m|V1|i⟩
Em − Ei ± ℏω1 − iℏη1

δ(En − Ei ± ℏω1 ± ℏω2). (2.29)

All other terms in Eq. (2.27) are calculated similarly. The transition probability
|a(2)n,V1,V2

|2 is given by using Eq. (2.23) and (2.29) as follows:

|a(2)n,V1,V2
|2 = (2π)2δ(0)

∣∣∣∣∣∑
m

⟨n|V2|m⟩⟨m|V1|i⟩
Em − Ei ± ℏω1 − iℏη1

∣∣∣∣∣
2

δ(En − Ei ± ℏω1 ± ℏω2). (2.30)

The second-order transition probability from i to f state associated with V1 and V2
per unit time, W fi(2)

V1,V2
is given by dividing Eq. (2.30) by 2πℏδ(0) as follows:

W
fi(2)
V1,V2

=
2πℏδ(0)
|a(2)f,V1,V2

|2

=
2π

ℏ

∣∣∣∣∣∑
m

⟨f |V2|m⟩⟨m|V1|i⟩
Em − Ei ± ℏω1 − iγ1

∣∣∣∣∣
2

δ(Ef − Ei ± ℏω1 ± ℏω2). (2.31)

where we use the notation γ1 = ℏη1 with the dimension of the energy, which gives the
finite resonance window in the resonance condition of Eq. (2.31).
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The third order time-dependent perturbation is calculated by the same with second-
order perturbation. Then he third order transition probability from i to f state asso-
ciated with V1, V2, and V3 per unit time, W fi(3)

V1,V2,V3
is given by

W
fi(3)
V1,V2,V3

=
2π

ℏ

∣∣∣∣∣∣
∑
m,m′

⟨f |V3|m′⟩⟨m′|V2|m⟩⟨m|V1|i⟩
(Em − Ei ± ℏω1 − iγ1)(Em′ − Em ± ℏω2 − iγ2)

∣∣∣∣∣∣
2

×δ(Ef − Ei ± ℏω1 ± ℏω2 ± ℏω3). (2.32)

The transition probability of the first-order Raman scattering discussed in Sec. 2.5
is calculated by using Eq. (2.32) with assumptions that: (1) the initial and final
states are same (i = f), and (2) V1 (V3) and V2 are electron-photon and electron-
phonon interaction, respectively, and (3) ±ℏω1 → EL (optical absorption), ±ℏω2 →
−ℏων (phonon emission), and ±ℏω3 → −Es (light emission) as will be shown later in
Eq. (2.89) for the calculation of Raman spectra.

2.2 Electron-photon interaction

In this section, we discuss the electron-photon interaction which is directly related to
the optical absorption.

2.2.1 Derivation of electron-photon matrix elements

In order to get the perturbation Hamiltonian for the electron-photon interaction, we
start from the Hamiltonian of an electron in the electromagnetic field as follows:

H =
1

2m
(−iℏ∇− eA)2 + V (r) + eϕ

=
1

2m
(−ℏ2∇2 − ieℏ∇ ·A− 2ieℏA ·∇+ e2(A)2) + V (r) + eϕ. (2.33)

We set the scalar potential ϕ as zero and employ the Coulomb gage (∇ · A = 0).
Neglecting the second-order term of A, finally the Hamiltonian in Eq. (2.33) is written
by

H = − ℏ2

2m
∇2 + V (r)− ieℏ

m
A ·∇

= H0 +Hopt, (2.34)

where unperturbed Hamiltonian H0 and perturbation Hamiltonian for electron-photon
interaction Hopt are, respectively, written by

H0 = − ℏ2

2m
∇2 + V (r), (2.35)

Hopt = −
ieℏ
m

A ·∇. (2.36)
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Using the definition of vector potential B = ∇ × A and the Maxwell equation in
vacuum ∇×B = µ0j + µ0ε0

∂E
∂t with the current density j = 0, we obtain

∇×∇×A = ∇(∇ ·A)−∆A = µ0ε0
∂E

∂t
. (2.37)

We assume a harmonic electric field described by E = E0 exp {i(kopt · r ± ωt)}P with
the polarization vector P which is the unit vector to describe the direction of optical
electric field, and the vector potential A also has same wave number and frequency
with the electric field. Using the relation ω = ckopt, c = 1/

√
ε0µ0, the laser intensity

I0 = E2
0/µ0c, and the assumption of Coulomb gage ∇·A = 0, we can obtain the form

of the vector potential A as follows:

A =
i

ω

√
I0
cε0

exp {i(kopt · r ± ωt)}P . (2.38)

Thus the electron-photon matrix element Mfi
opt for a pair of initial (i) and final (f)

states is written by using Eqs. (2.36) and (2.38) as follows:

Mfi
opt = ⟨f |Hopt|i⟩

= − ieℏ
m
⟨f |A · ∇|i⟩

=
eℏ
mω

√
I

cε0
exp {i(ωf − ωi ± ω)t}⟨f |∇|i⟩ · P

=
eℏ
mω

√
I

cε0
exp {i(ωf − ωi ± ω)t}Dfi · P . (2.39)

In Eq. (2.39), we define the dipole vector Dfi as follows81):

Dfi = ⟨f |∇|i⟩. (2.40)

From the third line to fourth line in Eq. (2.39), we assume that the wave number in
the crystal is sufficiently larger than the wave number of the light (|k| ≫ |kopt|) and
thus we can take the vector potential A out of the integral. The positive (negative)
sign in Eq. (2.39) corresponds to the emission (absorption) of photon.

We can calculate the electron-photon matrix element Mfi
opt if we obtain the dipole

vector Dfi as shown in Eq. (2.40). The dipole vector becomes a function of the wave
number k of the wave function in the crystal [Dfi = Dfi(k)] since the wave function
of the crystal is written as a function of k. When the wave function is expanded by
the basis set of plane wave, the dipole vector is easily calculated. We write the wave
function expanded by plane wave as follows:

Ψn(r,k) =
∑
G

Cn
G(k) exp {i(k +G)r}, (2.41)

where G and Cn
G(k) are, respectively, the reciprocal lattice vector and the coefficient

for plane wave basis with the wave number k+G. Substituting the wave function in
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Eq. (2.41) into Eq. (2.40), the Dfi(k) is expanded as follows:

Dfi(k) = i
∑
G

∑
G′

Cf
G′(k)

∗
Ci

G(k)(k +G)

∫
exp {i(G−G′)r}dr

= i
∑
G

∑
G′

Cf
G′(k)

∗
Ci

G(k)(k +G)δG,G′

= i
∑
G

Cf
G(k)

∗
Ci

G(k)(k +G). (2.42)

2.2.2 Polarization vector (the Jones vector)

The polarization vector (or the Jones vector) P in Eq. (2.38) describes the direction of
the electric field of light. General expression of P for electromagnetic wave propagating
in the z direction is written as,

P =
1√

P 2
x + P 2

y

 Px

Pye
iϕ

0

 , (2.43)

where Px (Py) and ϕ are, respectively, the amplitude of x (y) component defined by
real number and the phase difference between the x and y components of P . The linear
polarized light can be expressed by ϕ = 0 or π. In the case of ϕ = 0, polarization P

vector is written as

P =
1√

P 2
x + P 2

y

 Px

Py

0

 , (2.44)

and x-polarized (y-polarized) light corresponds to Py = 0 (Px = 0). The general case
of ϕ ̸= 0 is called as elliptical polarization. In particular P for ϕ = π

2 (ϕ = −π
2 ) with

Px = Py corresponds to left- (right-) handed circular polarized light that is defined by
σ+ (σ−). In this case, polarization vectors forσ+ and σ− light are written, respectively,
by

Pσ+ =
1√
2

 1

i

0

 (σ+ : ϕ =
π

2
), (2.45)

Pσ− =
1√
2

 1

−i
0

 (σ− : ϕ = −π
2
). (2.46)
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2.3 Optical absorption

2.3.1 Absorption coefficient and Fermi’s Golden rule

Using electron-photon matrix element, the optical absorption probability per unit time
is calculated by Fermi’s golden rule shown in Eq. (2.25). The transition probability
by the electron-photon interaction per unit time between the states i and f is written
by

W fi =
2π

ℏ

∣∣∣Mfi
opt

∣∣∣2 δ(Ef − Ei ± ℏω). (2.47)

The absorption coefficients α and β for the material sample with depth L are defined
by the Lambert-Beer law as follows:

I = I0e
−αL = I010

−βL, (2.48)

or

α = − 1

L
ln

(
I

I0

)
, β = − 1

L
log10

(
I

I0

)
, (2.49)

where I0 and I are, respectively, the optical intensities of the incident light and the
light after transmitting the sample by the length L. The coefficients α and β are
material-specific constants in units of nm−1 or m−1 to describe how much length the
light propagates in the material. Then the relation between the absorbance defined
by A = − log10(I/I0) and the absorption coefficients α and β is given as follows:

A = log10 e · αL = βL. (2.50)

The units of absorbance is dimensionless. Absorbance depends on the thickness of the
sample while absorption coefficient is material-specific. In this thesis, we adopt the
definition of α in Eq. (2.48) and (2.49) as absorption coefficient. Absorption coefficient
α is related to the transition probability of Fermi’s Golden rule in Eq. (2.25). We derive
the relation between the absorption coefficient α and the transition probability W fi

as below. The energy loss per unit volume Ploss/V [W] in a material is written by the
α and the intensity of light I [W/m2] as follows:

Ploss

V
= Iα, (2.51)

where V is the volume of the sample. The energy loss Ploss is also given by using
absorption rate R [1/s] as follows:

Ploss = Rℏω, (2.52)
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where the absorption rate R is described by transition probability W fi as follows:

R =
∑
i,f

W fi =
2π

ℏ
∑
i,f

∣∣∣Mfi
opt

∣∣∣2 δ(Ef − Ei − ℏω). (2.53)

The summation in Eq. (2.53) is taken over all occupied i and unoccupied f states,
including the information of the number of electron. Using Eqs. (2.51), (2.52), and
(2.53), we obtain

α =
Ploss

IV
=

ℏω
IV

R

=
2πω

IV

∑
i,f

∣∣∣Mfi
opt

∣∣∣2 δ(Ef − Ei − ℏω). (2.54)

Especially when the electron-photon matrix element is given by the dipole vector as a
function of wave number k, we integrate Eq. (2.54) in the first Brillouin zone. Then
using Eq. (2.39) and (2.54), α is given by,

α =
e2ℏ2

4π2m2ωcε0

∑
i,f

∫
BZ

d3k
∣∣P ·Dfi(k)

∣∣2 δ(Ef − Ei − ℏω). (2.55)

2.3.2 Relationship between optical absorption, refractive in-
dex, and dielectric constant

The absorption coefficient α is related to the refraction index or dielectric constant,
too. We show the derivation of these relationships as below. We start from the
expression of the electric field of light propagating to z direction with wave number
kopt and frequency ω in continuous medium as follows:

E = E0e
−iωt−ikoptz. (2.56)

By introducing complex refractive index ñ = n + iκ where n and κ are, respectively,
the real and imaginary part that are functions of ω, the velocity of light in the medium
v is written by

v =
c

ñ
=

ω

n+ iκ
, (2.57)

and the wave number kopt in the medium can be written by

kopt =
ω

v
=
ω

c
(n+ iκ). (2.58)

Then the electric field of light in Eq. (2.56) is written by

E = E0e
−κωz/ce−iωt+inωz/c. (2.59)
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The intensity of light is given by the square of the absolute value of electric field as
follows:

I ∼ ε0|E|2 = ε0E
2
0e

−2κωz/c = I0e
−2κωz/c. (2.60)

Comparing with the definition of absorption coefficient in Eq. (2.48), we obtain

α =
2κω

c
=

4πκ

λ
, (2.61)

where λ is the wavelength of light. The imaginary part of complex refractive index κ is
related with the optical absorption and we call κ as extinction function. The dielectric
constant is also related with absorption. We consider the complex relative dielectric
constant with real (imaginary) part ε′r (ε′′r ),

εr = ε
′

r + iε
′′

r . (2.62)

Using the Maxwell equation ∇×B = εrε0µ0
∂E
∂t , ∇×E = −∂B

∂t , ∇ ·E = 0, and the
expression of the electric field of light in Eq. (2.59), we obtain

∇×∇×E = −∇× ∂B

∂t
= −εrε0µ0

∂2E

∂t2
, (2.63)

∇×∇×E = ∇(∇ ·E)−∆E =
ñ2ω2

c2
E. (2.64)

Comparing Eqs. (2.63) and (2.64), we obtain

ñ2 = εr (2.65)

Using Eqs. (2.62) and (2.65), the real and imaginary parts of the complex dielectric
constant are written by

ε
′

= n2 − κ2, (2.66)
ε
′′

= 2nκ. (2.67)

When we write the explicit form of the n and κ, we can obtain

n =

√√√√√ε′r2 + ε′′r
2
+ ε′r

2
, (2.68)

κ =

√√√√√ε′r2 + ε′′r
2 − ε′r

2
. (2.69)
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Using Eqs.(2.61) and (2.69), absorption coefficient is written up to the first order of
ϵ′′r as follows:

α ∼ ω

c

ε
′′

r√
ε′r
. (2.70)

The absorption coefficient is proportional to ε
′′

r when ε
′′

r is sufficiently small compared
with ε

′

r.

2.4 Electron-phonon interaction

In this section, we briefly discuss about the electron-phonon interaction. The atomic
potential is changed by the vibration of neighbor atoms. Thus the interaction between
the electron and the ion is modified, too. We call such an interaction as electron-
phonon interaction. We assume that the ion at the cite s is located at a position Rs

with a displacement us from its equilibrium position Rs0, that is, Rs = Rs0 + us.
The atomic potential V (r −Rs) is expanded by us for the small-amplitude vibration
as follows:

V (r −Rs) = V (r −Rs0 − us)

= V (r −Rs0) + us · ∇usV (r −Rs0 − us)|us=0

= V (r −Rs0) + us · ∇RsV (r −Rs)|Rs=Rs0 . (2.71)

The first term in Eq. (2.71) is unperturbed atomic potential and can be treated as
the potential for calculating energy band. The second term in Eq. (2.71) is given by
an inner product of the atomic vibration and the gradient of the potential ∇RsV (r−
Rs)|Rs=Rs0 . The electron-phonon interaction with q = 0 phonon is calculated by the
electron-phonon matrix element,

Mfi
ep (k,k) =

∑
s

√
ℏ

2Msων
⟨ψf (k, r)|us · ∇RsV (r −Rs)|Rs=Rs0 |ψi(k, r)⟩,

(2.72)

where Ms is the mass of the ion labeled by s. The wave number of electron k is
same for initial and final states to satisfy the conservation of angular momentum since
q = 0 phonon basically does not exchange the angular momentum. The phonon
frequency and eigenfunction are calculated by first-principles density functional per-
turbation theory (DFPT)82). We can calculate the electron-phonon matrix element
by EPW package83) which uses the Wannier function as basis functions. By com-
paring the previous calculation for gaphene by tight-binding method reported by
Jiang,84) we checked that EPW gives resonable values of elecron-phonon matrix ele-
ment as a function of k. In Fig. 2.1, we show the deformation potential defined by
Dfiν(k,k) =

∑
s⟨ψf (k, r)|us · ∇RsV (r − Rs)|Rs=Rs0 |ψi(k, r)⟩ between i = π (va-

lence) and f = π∗ (conduction) bands along Ec −Ev = 1 eV equi-countor-energy line
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Figure 2.1: Deformation potential Dfiν(k,k) of iTO (dashed line) and LO (solid line)
modes between π (valence) and π∗ (conduction) bands in graphene, (a) extracted
from EPW package, and (b) calculated by tight-binding method reported by Jiang, et
al.84) The plot is on the equi-countor line of the difference of the energy between the
conduction and valence band Ec − Ev = 1 eV [inset of (b)].

calculated by EPW and tight-binding method.84) Since the tight-binding calculation
uses the fitting parameter, the amplitude of Dfiν(k,k) does not match with EPW re-
sult. However, the behavior of Dfiν(k,k) is consistent each other. Furthermore, final
results of Raman spectra is given by arbitrary units. Thus in this thesis, we adopt the
electron-phonon matrix element calculated from the EPW package.

2.5 Raman spectroscopy

When light is shed into a material, the light can be transmitted, absorbed, or scattered
by the material. We can classify the scattering as elastic scattering (Rayleigh scatter-
ing) and inelastic scattering (Raman scattering). We focus on the Raman scattering
in the following section.

2.5.1 Classical description of Raman scattering and Raman
tensor

In this section, we explain the classical theory of Raman tensor which is powerful
method to discuss the selection rule of Raman intensity as a function of the polarization
direction of light. In the inelastic scattering, energy of the scattered light is different
from the incident light. This difference of energy is explained by the modulation of
the dielectric susceptibility by the lattice vibration in the classical theory.

The polarization P (r, t) of a material for a given optical electric field E is written
by

P (r, t) = ε0χE(r, t), (2.73)

Fig. 2.1: fig/ch2-matele-elph.eps
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where χ is the dielectric susceptibility. Assuming the oscillated electric field with the
wave number ki and the frequency ωi, polarization is oscillated as following form;

P (r, t) = ϵ0χE(ki, ωi) cos (ki · r − ωit). (2.74)

Furthermore, the dielectric susceptibility χ is modulated by the lattice vibration with
the wave number q and the frequency ωq written as

u(r, t) = u(q, ωq) cos (q · r − ωqt). (2.75)

By expanding χ by u(r, t), we obtain

χ(ki, ωi,u) = χ(0)(ki, ωi) +

(
∂χ

∂u

)
u=0

u+ .... (2.76)

Using Eqs. (2.74) and (2.76), the polarization modulated by the lattice vibration is
written as follows:

P (r, t,u) = P (0)(r, t) + P (ind)(r, t,u), (2.77)

P (0)(r, t) = χ(0)(ki, ωi)ϵ0E(ki, ωi) cos (ki · r − ωit), (2.78)

P (ind)(r, t,u) =

(
∂χ

∂u

)
u=0

u(r, t)ϵ0E(ki, ωi) cos (ki · r − ωit). (2.79)

The first (second) term in Eq. (2.77) is the polarization without (with) the lattice
vibration, which is given in Eq. (2.78) [(2.79)]. Raman scattering occurs by the second
term in Eq. (2.77). Using Eqs. (2.75) and (2.79), we obtain

P (ind)(r, t,u) =
1

2
ϵ0

(
∂χ

∂u

)
u=0

u(q, ωq)E(ki, ωi)

× [cos {(ki + q) · r − (ωi + ωq)t}+ cos {(ki − q) · r − (ωi − ωq)t}] .
(2.80)

In Eq. (2.80), the induced polarization by the lattice vibration consists of the scattering
wave with the wave number ks = ki+q and the frequency ωs = ωi+ωq (Stokes shifted
light) and the one with ks = ki − q and ωs = ωi − ωq (anti-Stokes shifted light).

When we use the polarized light for the Raman scattering, the electric field of the
incident light is written by E(ki, ωi) = E(ki, ωi)Pi with the polarization vector Pi in
Eq. (2.43) which describes the direction of the electric field and the scattered light is
given by

P (ind) ∝
(
∂χ

∂P

)
u=0

u(q, ωq) · Pi

=
←→
R Pi, (2.81)

where
←→
R =

(
∂χ
∂u

)
u=0

u(q, ωq) is the Raman tensor. Then the intensity of the scattered
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light which polarizes to the direction of Ps is given by

Is ∝
∣∣∣Ps · P (ind)

∣∣∣2 =
∣∣∣Ps

∗←→R Pi

∣∣∣2 . (2.82)

The symmetry of the Raman tensor is determined only by the symmetry of the lattice
vibration (phonon mode). We obtain the expression of Raman tensor from the char-
acter table. Here we derive the Raman tensor for D3h symmetry which TMDs belong
to. The character table of D3h point group is given in Table C.2 in Appendix C. The
phonon mode is Raman active when the normal mode belongs to the irreducible rep-
resentation which has quadratic basis functions which change the polarization by the
vibration. Thus the A

′

1 (first-order representation, basis: x2 + y2 or z2), E′ (second-
order representation, basis: x2 − y2 and xy), and E′′ (second-order representation,
basis: xz and yz) modes are Raman active in D3h point group. Thus the Raman
tensor for D3h point group

←→
R (A

′

1),
←→
R (E′), and

←→
R (E′′) are, respectively, written by

using non-zero components eii as follows:

(x2 + y2, z2)
←→
R (A

′

1) =

 exx + eyy 0 0

0 exx + eyy 0

0 0 ezz

 , (2.83)

({x2 − y2, xy})
←→
R (E′) =

 exx − eyy 0 0

0 −(exx − eyy) 0

0 0 0

 ,

 0 exy 0

eyx 0 0

0 0 0

 ,

(2.84)

({yz, zx})
←→
R (E′′) =

 0 0 exz
0 0 0

ezx 0 0

 ,

 0 0 0

0 0 eyz
0 ezy 0

 . (2.85)

Using the definition, a = exx − eyy, c = ezz, d = exx − eyy = exy = eyz = ezx and
assuming the symmetric shape of Raman tensor (exy = eyx, eyz = ezy, and ezx = exz),
we can write the Raman tensor in Eqs. (2.83)-(2.85) as follows:

←→
R (A

′

1) =

 a 0 0

0 a 0

0 0 c

 , (2.86)

←→
R (E′) =

 d 0 0

0 −d 0

0 0 0

 ,

 0 d 0

d 0 0

0 0 0

 , (2.87)

←→
R (E′′) =

 0 0 d

0 0 0

d 0 0

 ,

 0 0 0

0 0 d

0 d 0

 . (2.88)

In Table 2.1, we show the shape of Raman tensor75) for the corresponding phonon
modes. We can know the selection rule of the polarization for the incident and the
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scattered light from the Raman tensor in Table 2.1 to calculate the Raman intensity
by using Eq. (2.82).

2.5.2 Quantum mechanical description of Raman scattering

In quantum mechanics, Raman scattering is the process that: (1) the electron in
the ground state gets the energy of the incident photon and excited, (2) the excited
electron interacts with the phonon and emit (absorb) a phonon, and (3) the electron
recombines with the hole and emits the scattered photon. This process is described
by the third-order perturbation theory given in Eq. (2.32) and the Raman intensity in
Quantum mechanical formula is given by85)

Is =
∑
ν

∣∣∣∣∣∣
∑
k

∑
i=f,m,m′

Mfm′

opt (k)Mm′m
ep,ν (k)Mmi

opt(k)

(EL − Emi(k)− iγ)(EL − Em′ i(k)− ℏων − iγ)

∣∣∣∣∣∣
2

×δ(ERS − ℏων), (2.89)

where EL, ERS, Em(m′)i = Em(m′) − Ei, and ℏων are, respectively, the laser en-
ergy, Raman shift, the energy difference between i and m(m′) states, and the energy
of emitted ν mode phonon. Since the electron-photon matrix element is written as
Mfi

opt(k) ∝Dfi(k)∗ · P , the Raman intensity formula in Eq. (2.89) can be written as

Is ∝
∑
ν

∣∣∣∣∣∣P ∗
s ·
∑
k

∑
i=f,m,m′

Dfm′
(k) ·Mm′m

ep,ν (k) ·Dmi(k)∗

(EL − Emi(k)− iγ)(EL − Em′ i(k)− ℏων − iγ)
· Pi

∣∣∣∣∣∣
2

×δ(ERS − ℏων). (2.90)

Then, the relation of Raman tensor with the quantum mechanical formula of Raman
intensity is given by

←→
R (ν) =

∑
k

∑
i=f,m,m′

Dfm′
(k) ·Mm′m

ep,ν (k) ·Dmi(k)∗

(EL − Emi(k)− iγ)(EL − Em′ i(k)− ℏων − iγ)
. (2.91)
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Table 2.1: Raman-active vibrationnal symmetries and Raman ten-
sors for the crystal symmetry classes75)

Class Raman tensors
Monoclinic  a d

b

d c

  e

e f

f


2 C2 A(y) B(x, z)
m Cs A′(x, z) A′′(y)
2/m C2h Ag Bg

Orthorhombic  a

b

c

  d

d

  e

e


222 D2 A B1(z) B2(y)

mm2 C2v A1(z) A2 B1(x)

mmm D2h Ag(z) B1g B2g f

f


222 D2 B3(x)

mm2 C2v B2(y)

mmm D2h B3g

Trigonal  a

a

b

  c d e

d −c f

e f

  d −c −f
−c −d e

−f e


3 C3 A(z) E(x) E(y)
3̄ C3 Ag Eg Eg a

b

b

  c

−c d

d

  −c −d
−c
−d


32 D3 A1 E(x) E(y)
3m C3v A1(z) E(y) E(−x)
3̄m D3d A1g Eg Eg
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Continued from previous page
Class Raman tensors

Tetragonal  a

a

b

  c d

d −c

  e

f

e f


4 C4 A(z) B E(x)
4̄ S4 A B(z) E(x)
4/m C4h Ag Bg −f

e

−f e


4 C4 E(y)
4̄ E(x) E(−y)
4/m C4h Eg a

a

b

  c

−c

  d

d


4mm C4v A1(z) B1 B2

422 D4 A1 B1 B2

4̄2m D2d A1 B1 B2(z)
4/mmm D4h A1g B1g B2g e

e

  e

e


4mm C4v E(x) E(y)
422 D4 E(−y) E(x)
4̄2m D2d E(y) E(x)
4/mmm D4h Eg Eg

Hexagonal  a

a

b

  c

d

c d

  −d
c

−d c


6 C6 A(z) E1(x) E1(y)

6̄ C3h A′ E′′ E′′

6/m C6h Ag E1g E1g e f

f −e

  f −e
−e −f


6 C6 E2 E2

6̄ C3h E′(x) E′(y)
6/m C6h E2g E2g
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Continued from previous page
Class Raman tensors a

a

b

  c

c

  −c

−c


622 D6 A1 E1(x) E1(y)

6mm C6v A1(z) E1(y) E1(−x)
6̄m2 D3h A

′

1 E′′ E′′

6/mmm D6h A1g E1g E1g d

d

  d

−d


622 D6 E2 E2

6mm C6v E2 E2
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Chapter 3

Valley polarization in transition metal
dichalcogenides

In this chapter, we present the laser energy dependence of optical valley polarization
for TMDs. Valley-selective optical transition occurs by using the circularly-polarized
light. Right-handed circularly-polarized (RCP, σ−) [or left-handed circularly-polarized
(LCP, σ+)] light selectively excites the electrons in the K (or K′) valley. Such a
valley polarized optical transition can be observed only in odd number of the TMD
layers since even number of TMD layers or bulk TMDs have an inversion symmetry
in their structures, which give the condition for the optical matrix element Mfi

opt(k) =

Mfi
opt(−k) that requests the same optical transition in the K and K′ valleys for given

RCP or LCP light.56,86) The valley-selective optical transition is discussed analytically
by calculating the dipole vector Dfi(k). In Sec. 3.1, we present the analytical form of
dipole vector in the K and K′ valley for TMDs within the tight-binding calculation and
compare with the graphene presented by Grüneis, et al.81) In Sec. 3.2, we show the
laser energy dependence of the valley polarization for six monolayer TMD materials:
MoS2, MoSe2, MoTe2, WS2, WSe2, and WTe2, calculated by using first-principles
calculations. We discuss the optimum condition of the valley polarization to excite
many valley-polarized electrons.

3.1 Dipole vector of hexagonal lattice

In this section, we derive the dipole vector around the K and K′ points in hexagonal
lattice within simple tight-binding method. We assume that two atoms in the unit
cell are different from each other and consider the dipole transition between the p and
d orbitals. In tight-binding method, wave function is given by a linear combination of
Bloch orbitals as follows:

Ψi(k, r) =
1√
Nu

∑
m=A,B

Ci
m(k)

Nu∑
j=1

eik·Rjφi
m(r −Rj) (i = v, c), (3.1)

40
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Figure 3.1: (a) Top and (b) side views of the crystal structure of TMDs. In Fig. (a),
we show the unitcell of TMDs (dashed line), lattice vectors (a1, a2), and the vectors
pointing to the three nearest B (transition metal) atoms from an A (chalcogen) atom
(r1A, r2A, r3A)in two dimensional atomic layer plane.

where Rj , φi
m(r), Ci

m(k) and Nu are, respectively, the j-th lattice vector, the atomic
orbital (m = A or B atoms), the coefficient of the Bloch function, and the number of
unit cells in the crystal. Label i denotes either valence (v) or conduction (c) band. We
consider one orbital for each atom that has a different on-site energy εm = ⟨φi

m|H|φi
m⟩

for A and B atoms (A: S, Se, Te and B: Mo, W, εA > εB).
According to the first-principles calculations,57,87,88) φv

A and φc
A are represented

by the wave function of the 1√
2
(p̃x±ip̃y) orbital of chalcogen atom and φv

B (φc
B) is rep-

resented by the 1√
2
(dxy ± idx2−y2) (dz2) orbital of transition metal atom, i.e. ⟨φc

A(r−
rℓB)|∇|φv

B(r)⟩ = 1
2 ⟨p̃x± ip̃y(r−rℓB)|∇|dxy± idx2−y2(r)⟩ and ⟨φc

B(r−rℓA)|∇|φv
A(r)⟩ =

1√
2
⟨dz2(r − rℓA)|∇|p̃x ± ip̃y(r)⟩. Plus (minus) sign corresponds to the K (K′) point.

Note that for S, Se, and Te of TMDs, we have two atoms in the unit cell. The co-
efficients Ci

A for px and py orbitals of the chalcogen atoms have the same value with
the same sign for both the highest valence and lowest conduction band near the K or
K′ point.87,88) Thus we simply consider a linear combination of two orbitals of S, Se,
Te atoms as a single hybridized orbital and we can virtually put the orbitals without
losing the symmetry of p orbitals on the x-y plane of Mo or W atoms as follows:

|p̃x⟩ =
1√
2
(|p1x⟩+ |p2x⟩), (3.2)

|p̃y⟩ =
1√
2
(|p1y⟩+ |p2y⟩), (3.3)

where |p1x⟩, |p2x⟩, |p1y⟩, and |p2y⟩ are the px and py orbitals for the two chalcogen atoms
in the unit cell. Thus, the matrix can be selected in a 2 × 2 matrix in which a d orbital
of B atom and a p̃x orbital are selected to A atom as a basis set. We take into account
only the nearest neighbor transfer integral and dipole transition for the simplicity and

Fig. 3.1: fig/ch3-structure-tmd.eps
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the Hamiltonian matrix H and the overlap matrix S are written by

H =

(
εA tf(k)

tf(k)∗ εB

)
, (3.4)

S =

(
1 sf(k)

sf(k)∗ 1

)
, (3.5)

where t = ⟨φi
B(r−rℓA)|H|φi

A(r)⟩ and s = ⟨φi
B(r−rℓA)|φi

A(r)⟩ are the transfer integral
and the overlap integral from A to B atom, respectively. The phase factor f(k) is given
by

f(k) = eikxa/
√
3 + 2e−ikxa/2

√
3 cos

(
kya

2

)
, (3.6)

where a is a lattice constant. Solving the secular equation det|H − ES| = 0, we can
obtain the eigen energy and eigen function by assuming that the overlap matrix is the
unit matrix as follows:

Ei(k) = ±1

2

√
ε2g − 4t2|f(k)|2, (3.7)(

Ci
A(k)

Ci
B(k)

)
=

eiδi√
wi(k)

(
tf(k)

−1
2εg + Ei(k)

)
, (3.8)

where normalization factor wi(k) is given by

wi(k) = t2|f(k)|2 +
(
−1

2
εg + Ei(k)

)2

, (3.9)

and, εg = εA − εB and δi are, respectively, the energy gap and the arbitrary phase
factor of the eigen function, respectively. Here we adopt the difference of the phase
factor of the wave function between valence and conduction band δv − δc = π in the
following calculation. We set the origin of energy at the averaged value of εA and εB ,
i.e. εA + εB = 0. Using Eqs. (2.40) and (3.1), the dipole vector Dcv(k) is written by

Dcv(k) = ⟨Ψc(k, r)|∇|Ψv(k, r)⟩

=
3∑

ℓ=1

Cc∗
B (k)Cv

A(k) exp (−ik · rℓA)⟨φc
B(r − rℓA)|∇|φv

A(r)⟩

+

3∑
ℓ=1

Cc∗
A (k)Cv

B(k) exp (−ik · rℓB)⟨φc
A(r − rℓB)|∇|φv

B(r)⟩, (3.10)

where r1A = (a/
√
3, 0, 0), r2A = (−a/2

√
3, a/2, 0), r2A = (−a/2

√
3,−a/2, 0) are the

vectors pointing to the three nearest B atoms from an A atom in two dimensional
atomic layer plane [see Fig. 3.1 (a)]. The vector rℓB has a relation with rℓA as
rℓB = −rℓA. The dipole transition within the same orbital of the same atom is for-
bidden [⟨φi

m(r)|∇|φi
m(r)⟩ = 0] because of being odd fuction of the products in the



43 CHAPTER 3. VALLEY POLARIZATION IN TMDS

integral. f(k) and Ei(k) in Eqs. (3.6) and (3.8) are expanded by k around the K
[K = (0,−4π/3a, 0)] and K′ [K ′ = (0, 4π/3a, 0)] points as follows:

f(K + k) ∼
√
3a

2
(ikx + ky), (3.11)

f(K ′ + k′) ∼
√
3a

2
(ik

′

x − k
′

y), (3.12)

Ei(K + k) ≃ Ei(K ′ + k′) ∼ ±1

2
εg. (3.13)

where kx (k
′

x) and ky (k
′

y) are the wave number measured from the K (K′) point, and
plus (minus) sign corresponds to the conduction (valence) band. Using Eqs. (3.11)-
(3.13), the products of the coefficients in Eq. (3.10) are expanded, too, up to the first
order of k, which are given by

Cc∗
B (K + k)Cv

A(K + k) ≃ Cc∗
B (K ′ + k′)Cv

A(K
′ + k′)

∼ 0, (3.14)

Cc∗
A (K + k)Cv

B(K + k) ∼ −ikx + ky
k

, (3.15)

Cc∗
A (K ′ + k′)Cv

B(K
′ + k′) ∼

−ik′

x − k
′

y

k′
, (3.16)

where k =
√
k2x + k2y (k′ =

√
k′2x + k′2y) is the distance measured from the K (K′)

point. Since Cc∗
B (K+k)Cv

A(K+k) ∼ 0, we have to calculate only the second term in
Eq. (3.10). The matrix element ⟨φc

A(r−rℓB)|∇|φv
B(r)⟩ is obtained by the Slater-Koster

method89) of p and d orbitals in the tight-binding calculation which decomposes the
atomic orbitals to π and σ direction (see Fig. 3.2) as is discussed below. When we
rotate the coordinate axis around the z axis by an angle θ, px, py, dxy, and dx2−y2

orbitals are written by using the orbitals px′ , py′ , dx′y′ , and dx′2−y′2 which is the
expression of orbitals in the rotated axis as follows:

px = px′ cos θ − py′ sin θ, (3.17)
py = px′ sin θ + py′ cos θ, (3.18)

dx2−y2 = dx′2−y′2 cos 2θ − dx′y′ sin 2θ, (3.19)
dxy = dx′2−y′2 sin 2θ + dx′y′ cos 2θ. (3.20)

In the same way, the components of ∇ are also written by

∂

∂x
= cos θ

∂

∂x′
− sin θ

∂

∂y′
, (3.21)

∂

∂y
= sin θ

∂

∂x′
+ cos θ

∂

∂y′
, (3.22)

∂

∂z
=

∂

∂z′
. (3.23)
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(c)(a) (d)(b)

(g)(e) (h)(f)

Figure 3.2: (a)-(d) Non-vanishing and (e)-(h) vanishing dipole parameters between
p̃x or p̃y and dxy or dx2−y2 orbitals. Red arrow indicates the direction of differential
operator.

Using Eq. (3.14)-(3.23), we can decompose the dipole vector described by non-
vanishing four parameters as is shown in Figs. 3.2 (a)-(d). We note that the z com-
ponents of dipole parameters and four parameters shown in Figs. 3.2 (e)-(h) vanish
because of the symmetry of the orbitals. Using the four dipole parameters (Dx

xy,y,
Dy

xy,x, D
y
x2−y2,y, D

x
x2−y2,x), we obtain the matrix elements between dxy and the three

nearest p̃x orbitals (atomic dipole vectors) as follows:

⟨p̃x(r − r1B)|∇|dxy(r)⟩ =

 0

Dy
xy,x

0

 , (3.24)

⟨p̃x(r − r2B)|∇|dxy(r)⟩ =


√
3
8 (Dx

xy,y +Dy
xy,x + 3Dy

x2−y2,y +Dx
x2−y2,x)

1
8 (3D

x
xy,y −Dy

xy,x − 3Dy
x2−y2,y + 3Dx

x2−y2,x)

0

 ,

(3.25)

⟨p̃x(r − r3B)|∇|dxy(r)⟩ =


√
3
8 (−Dx

xy,y −Dy
xy,x − 3Dy

x2−y2,y −D
x
x2−y2,x)

1
8 (3D

x
xy,y −Dy

xy,x − 3Dy
x2−y2,y + 3Dx

x2−y2,x)

0

 .

(3.26)

Similary, other atomic dipole vectors are given by

⟨p̃y(r − r1B)|∇|dxy(r)⟩ =

 Dx
xy,y

0

0

 , (3.27)

Fig. 3.2: fig/ch3-dipole-parameter.eps
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⟨p̃y(r − r2B)|∇|dxy(r)⟩ =


1
8 (−D

x
xy,y + 3Dy

xy,x − 3Dy
x2−y2,y + 3Dx

x2−y2,x)√
3
8 (−Dx

xy,y −Dy
xy,x +Dy

x2−y2,y + 3Dx
x2−y2,x)

0

 ,

(3.28)

⟨p̃y(r − r3B)|∇|dxy(r)⟩ =


1
8 (−D

x
xy,y + 3Dy

xy,x − 3Dy
x2−y2,y + 3Dx

x2−y2,x)√
3
8 (Dx

xy,y +Dy
xy,x −D

y
x2−y2,y − 3Dx

x2−y2,x)

0

 ,

(3.29)

⟨p̃x(r − r1B)|∇|dx2−y2(r)⟩ =

 Dx
x2−y2,x

0

0

 , (3.30)

⟨p̃x(r − r2B)|∇|dx2−y2(r)⟩ =


1
8 (3D

x
xy,y + 3Dy

xy,x − 3Dy
x2−y2,y −D

x
x2−y2,x)√

3
8 (3Dx

xy,y −Dy
xy,x +Dy

x2−y2,y −D
x
x2−y2,x)

0

 ,

⟨p̃x(r − r3B)|∇|dx2−y2(r)⟩ =


1
8 (3D

x
xy,y + 3Dy

xy,x − 3Dy
x2−y2,y −D

x
x2−y2,x)√

3
8 (−3Dx

xy,y +Dy
xy,x −D

y
x2−y2,y +Dx

x2−y2,x)

0

 ,

(3.31)

⟨p̃y(r − r1B)|∇|dx2−y2(r)⟩ =

 0

Dy
x2−y2,y

0

 , (3.32)

⟨p̃y(r − r2B)|∇|dx2−y2(r)⟩ =


√
3
8 (−Dx

xy,y + 3Dy
xy,x +Dy

x2−y2,y −D
x
x2−y2,x)

1
8 (−3D

x
xy,y − 3Dy

xy,x −D
y
x2−y2,y − 3Dx

x2−y2,x)

0

 ,

(3.33)

⟨p̃y(r − r3B)|∇|dx2−y2(r)⟩ =


√
3
8 (Dx

xy,y − 3Dy
xy,x −D

y
x2−y2,y −D

x
x2−y2,x)

1
8 (−3D

x
xy,y − 3Dy

xy,x −D
y
x2−y2,y − 3Dx

x2−y2,x)

0

 .

(3.34)

Using Eqs. (3.24)-(3.26), the summation of the three components of atomic dipole
vectors with the phase factors between dxy orbital of transition metal atom and the
nearest px orbital of chalcogen atom is given in the lowest order as follows:

3∑
ℓ=1

exp (−ik · rℓB)⟨p̃x(r − rℓB)|∇|dxy(r)⟩

=
3

8

 ±i(Dx
xy,y +Dy

xy,x + 3Dy
x2−y2,y +Dx

x2−y2,x)

−Dx
xy,y + 3Dy

xy,x +Dy
x2−y2,y −D

x
x2−y2,x

0

 . (3.35)
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In a similar way, we obtain the other terms in Eq. (3.10) as follows:

3∑
ℓ=1

exp (−ik · rℓB)⟨p̃y(r − rℓB)|∇|dxy(r)⟩

=
3

8

 3Dx
xy,y −Dy

xy,x +Dy
x2−y2,y −D

x
x2−y2,x

±i(−Dx
xy,y −Dy

xy,x +Dy
x2−y2,y + 3Dx

x2−y2,x)

0

 , (3.36)

3∑
ℓ=1

exp (−ik · rℓB)⟨p̃x(r − rℓB)|∇|dx2−y2(r)⟩

=
3

8

 −Dx
xy,y −Dy

xy,x +Dy
x2−y2,y + 3Dx

x2−y2,x

±i(3Dx
xy,y −Dy

xy,x +Dy
x2−y2,y −D

x
x2−y2,x)

0

 , (3.37)

3∑
ℓ=1

exp (−ik · rℓB)⟨p̃y(r − rℓB)|∇|dx2−y2(r)⟩

=
3

8

 ±i(−Dx
xy,y + 3Dy

xy,x +Dy
x2−y2,y −D

x
x2−y2,x)

Dx
xy,y +Dy

xy,x + 3Dy
x2−y2,y +Dx

x2−y2,x

0

 . (3.38)

The plus (minus) sign in Eqs. (3.35)-(3.38) corresponds to around the K (K′) point.
Using Eqs. (3.10), (3.14)-(3.16), and (3.35)-(3.38), the dipole vector of TMDs around
the K (K′) point is finally given by

Dcv(K + k) = (Dx
xy,y −Dy

xy,x −D
y
x2−y2,y −D

x
x2−y2,x)

×3

4
· kx + iky

k

 1

−i
0

 , (3.39)

Dcv(K ′ + k′) = (Dx
xy,y −Dy

xy,x −D
y
x2−y2,y −D

x
x2−y2,x)

×3

4
·
k

′

x − ik
′

y

k′

 1

i

0

 . (3.40)

The form of Dcv(K+k) ∝ (1,−i, 0) [Dcv(K ′+k′) ∝ (1, i, 0)] couples only with RCP
(σ−) [LCP (σ+)] light and valley polarization occurs near the K (K′) point. We note
that the expression of the dipole vector Dcv(k) depends on the complex value of the
phase of the Bloch wave function Ci

m(k) in Eq. (3.8). However, the relative angle
of real and imaginary part for Dcv(k) does not depend on the phase of the Bloch
functions and always give −π

2 or π
2 for the K and K′ point, respectively.

In Figs 3.3 (a) and (b), we show the real and imaginary part of the dipole vectors
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Figure 3.3: The dipole vectors of (a)-(b) TMDs90) and (c)-(d) graphene81) around the
K and K′ points calculated by analytical tight-binding method.

of TMDs near the K and K′ points expressed in Eqs. (3.39) and (3.40). The angle
between the real and imaginary part of Dcv(k) is always π

2 (−π
2 ) around the K (K′)

point that is written by Dcv(k) ∝ (1,−i, 0) [Dcv(k) ∝ (1, i, 0)]. When we take an
inner product Dcv(k) ·Pσ±, the value is zero or finite value depending on (1) the K or
K′ valley, or (2) LCP (σ+) or RCP (σ−) light, respectively, which is the origin of the
valley polarization. By using the description of the dipole vector in Eqs. (3.39) and
(3.40), the matrix element of the electron-photon interaction is given by

M cv
opt(k) ∝Dcv(k) · Pσ+ ∝

 0 (K)
−k′x + ik′y

k′
(K′)

, (3.41)

for LCP light, and

M cv
opt(k) ∝Dcv(k) · Pσ− ∝

{ kx + iky
k

(K)

0 (K′)
, (3.42)

for RCP light. The right-hand sides of Eqs. (3.41) and (3.42) become a finite value
at kx = ky = 0 (k′x = k′y = 0). The relation between the real and imaginary part
of Dcv(k) which gives valley polarization is unique for the hexagonal lattice system
with different A and B atoms in the unit cell. In the case of graphene, on the other
hand, Dcv(k) can be expressed only by a real part as shown in Figs. 3.3 (c) and (d)
since A and B atoms are the same carbon atom in the tight-binding calculation.81,91)

We also show the dipole vector of graphene at the K and K′ valley that was given
by Grüneis et al.81) In the case of graphene, dipole vector can be expressed only by
the real part. Then the electron-photon matrix element M cv

opt ∝Dcv(k) ·Pσ± is same
at the K and K′ valley, which is the consequence of the existence of the inversion
symmetry in graphene. Thus, we can say that the materials of hexagonal lattice

Fig. 3.3: fig/ch3-dipole-vector.eps



3.2. LASER ENERGY DEPENDENCE OF VALLEY POLARIZATION 48

-1.0( )

-0.5

0.5

0

1.0( )

-4

-3

-2

-1

0

1

2

3

4

M K' K M

E
n

e
rg

y
 (

e
V

)
MoS2

-4

-3

-2

-1

0

1

2

3

4

M K' K M

E
n

e
rg

y
 (

e
V

)

MoSe2

-4

-3

-2

-1

0

1

2

3

4

M K' K M

E
n

e
rg

y
 (

e
V

)

MoTe2

-4

-3

-2

-1

0

1

2

3

4

M K' K M

E
n

e
rg

y
 (

e
V

)

WTe2WS2

-4

-3

-2

-1

0

1

2

3

4

M K' K M

E
n

e
rg

y
 (

e
V

)
Spin

WSe2

-4

-3

-2

-1

0

1

2

3

4

M K' K M

E
n

e
rg

y
 (

e
V

)

(a) (b) (c)

(d) (e) (f)

ΛΛ' ΛΛ' ΛΛ'

ΛΛ'ΛΛ'ΛΛ'

Figure 3.4: (a)-(f) Electronic energy bands of six TMD materials [(a) MoS2 (b) MoSe2
(c) MoTe2 (d) WS2 (e) WSe2 (f) WTe2] along to MK′ΓKM line calculated by DFT
method with spin-orbit interaction. Red (blue) color indicates spin up (down) state.
The top of valence band is set as zero energy.

structure with different atoms (monolayer TMDs, or hexagonal boron nitride) have
non-equivalent optical transition near the K and K′ point for RCP and LCP light,
though graphene, silicene, and germanene which are composed by one type of atom
do not have such a valley-selective optical transition. This result is in good agreement
with that the valley-selective optical transition occurs only for the materials which do
not have inversion symmetry.10,56,86)

3.2 Laser energy dependence of valley polarization

In this section, we discuss about the laser energy EL dependence of valley polarization
calculated by first-principles method.

3.2.1 Electronic structure of TMDs

In Fig. 3.4 (a)-(f), we show the electronic energy bands of the six TMD materials
calculated by the DFT calculation with spin-orbit interaction. The direct energy gaps
at the K (K′) point of the six TMDs are 0.71 eV (WTe2) to 1.65 eV (MoS2) in this
calculation. The conduction bands at the K (K′) point are almost degenerate for
spin-up and down states. On the other hand, the valence band splits by spin-orbit
interaction at the K (K′) point about from 0.15 eV (MoS2) to 0.50 eV (WTe2) as shown

Fig. 3.4: fig/ch3-eband-tmd.eps
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Figure 3.5: (a) Significant optical transition paths in TMDs in the low energy region.
(b)-(g) Optical absorption coefficient of six TMD materials. Excitation energy of A,
B, A′, B′, and M path in Fig. (a) are also shown by arrows.

in red (spin-up) or blue (spin-down) lines in Figs. 3.4 (a)-(f). Spin-up and down states
are almost degenerate near the Γ point because the spin-orbit interaction ℓ ·s becomes
zero (ℓ = 0 at the Γ point). On the other hand, the energy bands at the K (K′)
point are well separated for spin-up and down states, and the spin-up (down) state for
the valence band is higher than the spin-down (up) state at the K (K′) point. This
relation satisfies the condition of the time reversal symmetry [E(k, ↑) = E(−k, ↓)] of
the spin-orbit interaction.

It should be noted that the spin-split two energy bands show the same dipole
selection rule of the optical transition within the same valley since the selection rule is
determined by the azimuthal (ℓ) and magnetic (m) quantum numbers. Spin quantum
number is conserved in the electric-dipole transition for the spin-split energy bands
(from spin-up to up and from down to down state). Thus the valley-selective excitation
near the K (K′) point is also the spin-selective excitation because of the large spin-
splitting of the electronic energy bands when we match the laser energy to the energy
gap. This fact makes it possible to detect the valley polarized electron by the direction
of spin.

3.2.2 Absorption spectra of TMDs

In Figs. 3.5 (b)-(g), we plot the absorption spectra α(EL) for the six TMD materials.
We note that the absorption spectra shown in Figs. 3.5 (b)-(g) are calculated based
on the density functional theory (DFT) for the ground state and generally DFT cal-
culation underestimates the energy gap of semiconductors. Beyond DFT calculation,
GW method is an effective way to consider the many body effect for TMD materi-
als, too.92–94) However, the shapes of the electronic energy bands calculated by GW
method are almost the same as the case of DFT calculation92–94) and thus the shapes
of absorption spectra should not change except for the value of the energy gap. The

Fig. 3.5: fig/ch3-abs-spectra.eps
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Figure 3.6: (a)-(d) Color plot of the absolute value of the matrix elements |M cv
opt(k)|

in the two dimensional Brillouin zone of monolayer MoS2 for RCP (σ−) and LCP (σ+)
light, inducing the excitation energy EL of (a) 1.65, (b) 1.82, (c) 2.60, and (d) 2.90
eV.

optical absorption coefficient α around the K (denoted by A and B), Λ (A′ and B′),
and M (M) points are large where the corresponding transition in the k-space are
shown in Fig. 3.5 (a). It is clear that intensity of the optical absorption is large if
the laser energy matches with the energy separation at the Λ valley or the M point
compared with that at the K (K′) point. Strong absorption at the Λ valley is due to
the nesting of the two energy bands along to the Λ-Γ line.65,66) As for the M point, two
dimensional van Hove singularity for joint density of states contributes to the strong
absorption. When we compare Figs. 3.5 (b)-(d) with that of Figs. 3.5 (e)-(g), we can
point out that the spin-orbit interaction (between A and B) and energy separation be-
tween Λ and M (A′, B′, and M) are large for W compared with Mo. The spin-splitting
has small modification by changing S, Se, and Te since the wave functions around the
K (K′) and Λ (Λ′) points mainly consist of Mo or W atoms.

In Figs. 3.6 (a)-(d), we illustrate the color plot of the intensity of the matrix
elements |M cv

opt(k)| in the hexagonal Brillouin zone for LCP or RCP light in monolayer
MoS2. In the case of EL = 1.65 eV [Fig 3.6 (a)], only the electrons near the K (K′) point
can be excited by RCP (LCP) light and 100% valley polarization is achieved. When
EL increases to EL = 1.82 eV [Fig 3.6 (b)], the region of the strong optical transition
near the K (K′) point becomes larger and the valley polarization becomes small. In the
case of EL = 2.60 eV [Fig. 3.6 (c)] which corresponds to the excitation energy of the Λ

nesting region, the optical transition by circularly-polarized light occurs selectively for
either the Λ or Λ′ valley. The intensity of the optical transition at the Λ (Λ′) valley
is dominant compared with that at the K (K′) valley since the corresponding matrix

Fig. 3.6: fig/ch3-matele-opt-mos2.eps
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Figure 3.7: (a) Two dimensional Brillouin zone which is divided to the region near the
K and K′ valleys. (b)-(g) Laser energy dependence of the degree of valley polarization
of the optical transition [ρK(EL)], intensity of the optical absorption in the K valley
region excited by circularly-polarized light [IKσ±

(EL)], and difference of the intensity
for RCP and LCP incident light in the K valley region [IKσ−

(EL) − IKσ+
(EL)]. The

excitation energy at the K (K′), Λ, and M shown in Fig. 3.5 (a) are also shown by A,
A′, and M. The energy position M of WS2 is about 3.5 eV and out of the range shown
in Fig. (e).

elements become relatively large, and thus we can say that the Λ valley is important
for obtaining many valley-polarized electrons.

3.2.3 Degree of valley polarization

In order to evaluate how absorbed light is valley-polarized, we define the degree of
valley polarization ρξ(EL) (ξ =K or K′) as follows:

ρξ(EL) = −
Iξσ+

(EL)− Iξσ−
(EL)

Iξσ+(EL) + Iξσ−(EL)
, (3.43)

where Iξσ+
(EL) [Iξσ−

(EL)] is the intensity of the optical absorption at the ξ valley for
the σ+ (σ−) light. ρξ(EL) = 1 (or −1) corresponds to 100% valley polarization when
only the RCP (LCP) light is absorbed around the ξ valley. In order to calculate the
valley polarization, we divide the hexagonal Brillouin zone into the two regions [orange
and green area in Fig. 3.7 (a)] around either the K or K′ point and define a k-point
in the each region to belong to the K or K′ vally region.

In Figs. 3.7 (b)-(g), we plot the degree of valley polarization ρξ(EL) (black line),
intensity of the optical transition IKσ±

(EL) (red or blue line), and the difference of the

Fig. 3.7: fig/ch3-valpol.eps
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Table 3.1: Calculated parameters to give the maximum difference for the optical tran-
sition of RCP and LCP light around the K point in six TMD materials. EK

g and EΛ
g

are the energy gap at the K and Λ valleys, respectively. Emax
L , ∆Imax

K−K′ , and ρK(Emax
L )

are, respectively, the laser energy to give the maximum value of IKσ−
− IKσ+

, maximum
value of IKσ−

− IKσ+
, and the degree of valley polarization for the laser energy of Emax

L .
Optical band gap Eexp

g measured by the experiments (Photoluminescence27,32,33) and
ARPES31)) and the difference of the energy gap between theory and experiment
Eexp

g − EK
g are also shown. The values in the brackets are the energy for the up-

shifted energy bands to fit the experimental data.

Eexp
g [eV] EK

g [eV] Eexp
g − EK

g [eV] EΛ
g [eV] Emax

L [eV] ∆Imax
K−K′ ρK(Emax

L )

MoS2 1.83a) 1.65 0.18 2.60 (2.78) 2.64 (2.82) 0.88 0.80
MoSe2 1.58b) 1.36 0.22 2.20 (2.42) 2.40 (2.62) 0.75 0.92
MoTe2 1.10c) 0.99 0.11 1.64 (1.75) 1.65 (1.76) 0.34 0.77
WS2 1.96d) 1.52 0.44 2.47 (2.91) 2.51 (2.95) 0.51 0.62
WSe2 1.65d) 1.22 0.43 2.12 (2.55) 2.64 (3.07) 0.34 0.84
WTe2 -e) 0.71 - 1.47 2.14 0.31 0.73
a) Ref. 27 (PL), b) Ref. 31 (ARPES), c) Ref. 32 (PL), d) Ref. 33 (PL), e) no data.

intensity |Iξσ+
(EL) − Iξσ−

(EL)| (green line) for RCP and LCP light near the K point
shown by orange region in Fig. 3.7 (a). The degree of valley polarization and the
intensity of the optical absorption for RCP and LCP around the K and K′ point has
following relations: ρK(EL) = −ρK

′
(EL), IKσ+

= IK
′

σ−
, and IKσ−

= IK
′

σ+
as a consequence

of time reversal symmetry between the K and K′ valleys. The degree of valley po-
larization ρK(EL) is almost the unity near the gap energy shown at the label A in
Figs. 3.7 (b)-(g) and decreases with increasing EL. It is important to point out that
Iξσ−

(EL) − Iξσ+
(EL) is the largest at EL = 2.60 eV for MoS2 for the transition shown

by A′ in Fig. 3.7 (a). The maximum difference of the intensity corresponds to the
transition around the Λ (Λ′) valley. The optical transition around the Λ (Λ′) valley
is much stronger than the K (K′) point. However, the degree of valley polarization at
the Λ (Λ′) valley can not be the unity but 0.8. Though excitation at the Λ (Λ′) valley
holds information of the valley polarization for MoS2, the degree of valley polarization
rapidly decreases when the excitation at the M point contributes to Iξσ±

. It can be
understood from Fig. 3.6 (d) that absorption occurs at the M point for both of RCP
and LCP light.

In Table 3.1, we show the maximum value of the IKσ−
− IKσ+

= IKσ−
− IK

′

σ−
defined

by ∆Imax
K−K′ and the laser energy to give ∆Imax

K−K′ for six TMD materials. Since DFT
calculation underestimates the energy gap as is discussed in the previous section,
we also show the the corresponding energy by upshifted conduction energy bands to
fit the experiment. In the six TMD materials, MoS2 and MoSe2 show large valley
polarization, compared with other four materials. This is because the nesting region
of the highest valence and lowest conduction bands for MoS2 and MoSe2 is much larger
than other four materials [see Figs. 3.5 (a) and (b)]. Furthermore, ∆Imax

K−K′ for MoS2
and MoSe2 is larger than other TMDs. ∆Imax

K−K′ decreases with increasing the weight
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of TMDs. The reason is due to small spin-splitting of energy bands and thus larger
value of ∆Imax

K−K′ is expected since both up- and down-spin energy bands contribute to
the optical transition. In other words, spin-up and down electrons excite for same laser
energy around the same valley and it is difficult to excite electrons with different spin
separately in MoS2 and MoSe2. ∆Imax

K−K′ is small for TMDs with W atom. However,
they have a possibility to achieve spin- and valley-selective optical excitation due to
the large spin-orbit interaction.

Generally, observing the valley polarization in the optical absorption is difficult
since two valleys are energetically degenerate. Many experiments have observed the
valley polarization for photoluminescence, excited by circularly-polarized light.12–20,22,23)

However, we might not be able to observe the photoluminescence at the exciton of the
Λ valley since there is no hill at the Λ point in valence bands and hole cannot be
relaxed to the Λ point. In order to observe the valley polarization of the Λ and Λ′

valleys, we need to break the time reversal symmetry of the system. It is reported that
intense circularly-polarized pump light lifts the degeneracy of the K and K′ valleys by
the optical Stark effect in WS2, which makes us distinguish the absorption of RCP
and LCP light.25) We also can break the time reversal symmetry by applying magnetic
field.21,24) We predict that we can observe the valley polarization at the Λ (Λ′) valley
by measuring the optical absorption for RCP and LCP light by breaking the time
reversal symmetry.



Chapter 4

Optical anisotropy of gallium telluride
and black phosphorus

In this chapter, we discuss the anisotropy of the optical absorption and Raman spectra
as a function of the polarization direction of incident laser light. In the low symmetry
material such as gallium telluride (GaTe) and black phosphorus (BP), the optical ab-
sorption and Raman intensity are anisotropic depending on the in-plane polarization
direction of light. The anisotropies for optical absorption and Raman intensity also
depend on the excitation laser energy and sample thickness which is difficult to be
evaluated by the Raman tensor discussed in Sec. 1.3.3. The laser energy dependence
is discussed by considering the selection rule of the optical matrix element for the given
electronic energy bands with the group theory analysis. The thickness dependence is
discussed by using transfer matrix for optical absorption, and by calculating enhance-
ment factor for Raman intensity. In Sec. 4.1 and 4.2, we discuss the anisotropic optical
properties of GaTe and BP, respectively, by using group theory analysis, transfer ma-
trix, and enhancement factor of Raman intensity.

4.1 Gallium telluride

As is discussed in Sec. 1.3.1, Gallium telluride (GaTe) is the atomic layer material
which recently attracts an interest by its high photoresponsibility.44) The structure
of GaTe is already known more than five decades ago95), however, GaTe attracts
attention again with the recent upsurge of the interests for the atomic layers.

4.1.1 Crystal, electronic and phonon structures of bulk GaTe

In Fig. 4.1 (a)-(c), we show the crystal structure of bulk GaTe. Bulk GaTe consists
of 6 Ga and 6 Te atoms in the primitive unit cell. Bulk GaTe belongs to C3

2h (C/2m)
symmetry,44,95,96) which has two-fold rotational axis along in-plane y axis and a mirror
plane (x− z plane) perpendicular to the layer plane [see Fig. 4.1 (a)-(b)]. The layers
of GaTe are stacked each other by van der Waals force.

54
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Figure 4.1: (a)-(c) Crystal structure of bulk GaTe of (a) front, (b) side, and (c) top
view. (d) First Brillouin zone for the triclinic primitive unit cell of bulk GaTe. (d)
Electronic energy bands along the Γ-M-Z-M′-P-M-N and density of states for bulk
GaTe. (f) Phonon dispersion relation along Γ-M-Z-M′-P-M-N-Γ of bulk GaTe.

In Fig. 4.1 (e), we show the electronic energy band structure of bulk GaTe along Γ-
M-Z-M′-P-M-N calculated by DFT. The calculated energy bands are flat around both
the top of valence band and the bottom of conduction band with the direct energy
band gap at the Z point (Eg = 1.65 eV) and slightly larger energy band gaps at the P
and M point (Eg = 1.80 eV), which is in good agreement with previous works.37,97)

In Fig. 4.1 (f), we show the phonon dispersion of bulk GaTe calculated by first-
principles density functional perturbation theory (DFPT). According to the group
theory, bulk GaTe has 18 Raman active phonon modes in which there are 12 Ag and
6 Bg modes. The phonon dispersion is flat Γ-M-Z-M′-P-M-N-Γ line. We illustrate the
vibration of 36 phonon modes in bulk GaTe shown in Fig. 4.2.

4.1.2 Optical absorption

In Fig. 4.3 (d), we show the polarization dependence of the optical extinction in GaTe
by the experiment.55) The anisotropy of the optical extinction in GaTe is not so large
but we can see that the extinction for x- (0◦) polarization is slightly stronger than
that for y- (90◦) polarization. The reason of the anisotropy of the extinction can be
understood by the group theory analysis with the electronic structure. In Fig. 4.4 (a),
we show the symmetry of the eigen state near the Fermi energy at the symmetrical
point (Z and P ) in C3

2h space group. The electronic energy bands of bulk GaTe is
flat around the top of valence and the bottom of conduction bands near the Z and

Fig. 4.1: fig/ch4-structure-gate.eps
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23, Au �=168.8 cm-1

25, Au �=173.6 cm-1

22, Bg �=167.6 cm-1
21, Bu �=163.2 cm-1 24, Bg �=172.7 cm-1
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30, Bu �=206.6 cm-126, Au �=178.2 cm-1 28, Ag �=181.7 cm-1
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Figure 4.2: Illustration of the atomic vibrational motions of the phonon modes at the
Γ point in bulk GaTe. Raman active Ag (Bg) mode is shown by red (blue) color.

P points. Then the main contribution for the optical absorption is that from the
electronic energy bands near the Fermi energy at around the Z and P points. The
direction of the polarization at the high-symmetry Z or P point is determined from
the symmetry of the wave functions for the initial and final states in the electron-
photon matrix element (see Table 4.1). As shown in Fig. 4.4 (b), the electron-photon
matrix elements near the Fermi energy have the symmetry of the x-polarization while
the electron-photon matrix elements for y-polarization appears for higher excitation
energy EL, and thus the optical absorption of bulk GaTe has x-polarization for the
EL near the energy gap while the anisotropy of the optical absorption becomes weak
with increasing the EL.

The optical extinction spectra has the non-zero value of the extinction even when
the EL is smaller than the energy gap (1.65 eV = 752 nm) of bulk GaTe as shown
in Fig. 4.3 (d). This indicates that we have to consider the contribution of not only
the absorption but also the reflection by the sample. The optical property (absorp-
tion, reflection, and transmission) depends on the thickness of the sample and the
substrate. Thus the extinction ratio for x- and y-polarization should have a thickness

Fig. 4.2: fig/ch4-phonon-mode-gate.eps
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Figure 4.3: (a) Geometrical arrangement for the measurement of bulk GaTe sample.
(b) GaTe sample thickness dependence of the calculated optical absorption probabil-
ity for x- (solid line) and y- (dashed line) polarized light. The calculated results for
the three laser energies (532, 633, 785 nm) are shown. (c) Calculated optical extinc-
tion, fitted to the experiment of the 112 nm thick sample. (d) Experimental optical
extinction spectra of GaTe.55)

dependence. We analyze the thickness dependence of the optical extinction for bulk
GaTe by transfer matrix method (see Appendix B). As shown in Fig. 4.3 (a), we con-
sider the experimental setup that the GaTe sample with thickness d1 nm on a d2 = 0.5

nm quartz substrate. Then we apply the 4 medium (0: air, 1: GaTe, 2: quartz 3:air)
system as shown in Fig. 4.3 (a) to calculate the transimisson, reflection, and absorp-
tion by transfer matrix. By using transfir matrix of this system, the reflection and
transmission coefficients are given by (see Appendix B for the derivation of transfer
matrix),

r =
M11Γ0 +M12Γ0Γ3 −M21 −M22Γ3

M11Γ0 +M12Γ0Γ3 +M21 +M22Γ3
, (4.1)

t =
2Γ0

M11Γ0 +M12Γ0Γ3 −M21 −M22Γ3
, (4.2)

where Mij is the ij component of transfer matrix and Γi = ñi/
√

ε0
µ0

. By using

Fig. 4.3: fig/ch4-optical-interference-gate.eps
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Figure 4.4: (a) Symmetry assignment of the electronic energy bands of bulk GaTe
at the Z and P points in the Brillouin zone. Different colors indicate the different
symmetries. (b) The polarization direction of the electron-photon matrix elements.

Eqs. (4.1) and (4.2), reflection, transmission, and absorption probabilities (R, T , and
A) are given by

R = |r|2, (4.3)

T = |t|2, (4.4)
A = 1−R− T . (4.5)

We note that the transfer matrix is the function of the refractive index and the thick-
ness of sample and substrate. Thus, in order to calculate the absorption probability
by the transfer matrix method, we need to obtain the complex refractive index of
GaTe. We firstly calculate the refractive index by a first-principles calculation. The
refractive index of quartz (SiO2) substrate as a function of the wavelength is adopted
from Malitson et al.98) (see Table 4.2). In Fig. 4.3 (b), we show the optical absorption
probability for x- and y-polarized light with the wave length of 532, 633, and 785
nm, calculated by transfer matrix method. Absorption probability oscillates by the
interference effect with the quartz substrate as shown in Fig. 4.3 (b). The calculated
optical absorption has a finite value even when the laser energy is 1.58 eV (=785 nm)
which is smaller than the the energy gap (1.65 eV) of GaTe.

In order to match the calculated result to the experimental extinction spectra,
we performed the following analysis. GaTe is a semiconductor and thus the absorption
by the exciton is expected.37,96) As discussed in Sec. 2.3, the extinction function is
related to the optiacal absorption and then we put the artificial exciton absorption

Fig. 4.4: fig/ch4-symmetry-gate.eps
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Table 4.1: Selection rules of optical transitions for the C3
2h space group. These selection

rules correspond to the electron-photon matrix element ⟨f |∇|i⟩, which is coupled by
the inner product with polarization vector P .

x-polarized light ∇ = Bu y-polarized light ∇ = Au

|f⟩ |i⟩ |i⟩ |f⟩
Bu Ag Au Ag

Au Bg Bu Bg

Bg Au Ag Au

Ag Bu Bg Bu

Table 4.2: Laser wavelength dependence of the complex refractive index ñ of bulk
GaTe for the x- and y- directions, SiO2,98) and Si.99) The refractive index for GaTe is
given by first-principles calculation.55)

Wavelength GaTe (x) GaTe (y) SiO2 Si
532 nm 3.70-0.515i 3.87-0.211i 1.46 4.21-0.010i
633 nm 3.74-0.318i 3.65-0.0926i 1.46 4.14-0.0010i
785 nm 3.59-0.0923i 3.49-0.0389i 1.46 4.00-0.0010i

term in the extinction function κ as follows:

n =

√√√√√ε′r2 + ε′′r
2
+ ε′r

2
, (4.6)

κ =

√√√√√ε′r2 + ε′′r
2 − ε′r

2
+

I√
2πσ

exp

(
(ℏω − E0)

2

2σ2

)
. (4.7)

We take into account the term I√
2πσ

exp
(

(ℏω−E0)
2

2σ2

)
in Eq. (4.7) in order to describe

the absorption by the exciton whose excitation energy is E0 = 1.62-1.66 eV. The real
and imaginary parts of dielectric constants ε′ and ε′′ are, respectively, given by using
Drude-Lorentz model:

ε′ = 1−
ω2
p(ω

2 − ω2
0)

2

(ω2 − ω2
0)

2 + (ω/τ)2
, (4.8)

ε′′ =
ω2
p(ω/τ)

(ω2 − ω2
0)

2 + (ω/τ)2
, (4.9)

where ℏω corresponds to the laser energy. In order to reproduce the experiments, we
fit with the experiments and determine the parameters: ℏω0, ℏωp, τ , I, σ, and E0.
We thus obtain the parameter as: ℏω0 = 3.6 eV, ℏωp = 10.2 eV, τ/ℏ = 2.7 eV−1, I =
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Figure 4.5: (a) Non-resonant Raman spectra of bulk GaTe by first-principles calcu-
lation with Placzek approximation.55) (b) Experimental Raman spectra of a 125 nm
thick GaTe flake at room temperature under vacuum (10−5 mbar).55) The measure-
ment was performed with 532 nm laser excitation.

0.17 eV, σ = 0.20 eV, and E0 = 1.62 eV for x- (0◦) polarized light, and ℏω0 = 3.8 eV,
ℏωp = 11.0 eV, τ/ℏ = 2.7 eV−1, I = 0.14 eV, σ = 0.18 eV, and E0 = 1.66 eV for y-
(90◦) polarized light. In Fig. 4.3 (c), we show the optical extinction spectra obtained
by the Drude-Lorentz model with the above fitting parameters. In order to compare
with experiment directly, we evaluate the optical extinction ln (Tsubstrate/T ) , where T
and Tsubstrate are the transmission probability of the sample with the substrate, and
only the substrate, respectively. From the fitted result in Fig. 4.3 (c), we think that
the peak at 530 nm (2.34 eV) is given by an interference effect and the peak at 730
nm (1.70 eV) is given by the absorption in GaTe since 1.70 eV is almost same with
the energy gap of GaTe.

4.1.3 Raman spectra

The polarization dependence can be found in Raman intensity of bulk GaTe, too. We
discuss about the polarization dependence of Raman intensity in this subsection. We
also consider the polarization dependence with the sample thickness by the interference
effect.

We firstly calculate the non-resonant Raman spectra by first-principles calculation
with Placzek approximation100) and clarify the observed Raman peak in the experi-
ment (see Fig. 4.5). We observe 9 Raman peaks at 107, 115, 126, 142, 161, 176, 208,
268, and 280 cm−1 in the experiment. The peaks at 126 and 141 cm−1 can not be
assigned from the theoretical calculation for non-resonant Raman spectra and we con-
clude that these two peaks are double resonant Raman peaks which emit two phonon
(see Section 1.3.3). The peak widths of these two peaks are larger compared with
other peaks since a lot of combinations of q ̸= 0 phonons contribute to the double
resonant Raman process. There are 6 Raman active (Ag and Bg) Γ point phonons
from 50 to 80 cm−1 and the phonon dispersion relations of these phonons are flat as
shown in Fig. 4.1 (f). We guess that the strong double resonant Raman peaks at 126

Fig. 4.5: fig/ch4-raman-gate.eps
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(a) First-order Raman peak

(b) Second-order Raman peak

Ag

Ag

Bg

Ag

Ag

Ag

Figure 4.6: The experimental Raman intensity polar plot for the (a) first (107, 115,
161, 208, 268, and 280 cm−1) and (b) second (126 and 142 cm−1) order Raman
spectrum peaks.55) Two samples with different thickness (58 and 136 nm) for three laser
excitation energies (532, 633, and 785 nm) are shown. The angle 0◦ (90◦) corresponds
to x- (y-) polarization.
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Table 4.3: Selection rules of Raman scattering for the Ag mode. |i⟩, |m⟩ and
|m′⟩ are the initial state and two intermediate states, respectively. xx (yy) are
polarization vectors for the incident and scattered light: both are x- (y-) polar-
ized. These selection rules correspond to the product of the matrix elements:
⟨f |Hx

opt|m′⟩⟨m′|Hep(Ag)|m⟩⟨m|Hx
opt|i⟩ and ⟨f |Hx

opt|m′⟩⟨m′|Hep(Ag)|m⟩⟨m|Hy
opt|i⟩.

xx yy
|i⟩ = |f⟩ |m⟩ = |m′⟩ |i⟩ = |f⟩ |m⟩ = |m′⟩

Ag Bu Ag Au

Bg Au Bg Bu

Au Bg Au Ag

Bu Ag Bu Bg

Table 4.4: Selection rules of Raman scattering for the Bg mode. The polarization is dif-
ferent for the incident and scattered light for the Bg mode. xy means that the incident
light is y-polarized, and the scattered light is x-polarized. These selection rules cor-
respond to the product of the matrix elements ⟨f |Hx

opt|m′⟩⟨m′|Hep(Bg)|m⟩⟨m|Hy
opt|i⟩

and ⟨f |Hy
opt|m′⟩⟨m′|Hep(Bg)|m⟩⟨m|Hx

opt|i⟩.

xy yx
|i⟩ = |f⟩ |m⟩ |m′⟩ |i⟩ = |f⟩ |m⟩ |m′⟩

Ag Au Bu Ag Bu Au

Bg Bu Au Bg Au Bu

Au Ag Bg Au Bg Ag

Bu Bg Ag Bu Ag Bg

and 142 cm−1 is originated from the combination of these Ag and Bg phonon modes
(60-70 cm−1). The anisotropy of the double resonant peak becomes weak since many
kinds of phonons with different symmetry and different q values contribute to the
Raman process. Among the remaining seven peaks, five peaks at 107, 115, 208, 268,
and 280 cm−1 are Ag modes and two peaks at 161 and 176 cm−1 are Bg modes. The
peak at 176 cm−1 probably includes three Bg Raman peaks around 176 cm−1 in the
theoretical calculation in Fig. 4.5 (a).

In Fig. 4.6 (a), we show the polar plot of the Raman intensity for the first order
Raman peaks as a function of the polarization of light. We can see the strong polar-
ization for 0◦ or 90◦ (45◦) in Ag (Bg) Raman peak. This anisotropic polarization of
Raman intensity can be understood by the simple calculation by Raman tensor, but
Raman tensor tells us only the selection rule of Raman intensity depending on the
symmetry of phonon mode. We discuss the detail of the angle-dependent anisotropic
Raman intensity by considering the quantum mechanical formula of Raman intensity

Fig. 4.6: fig/ch4-aniso-raman-gate.eps
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Figure 4.7: One of the expected transition process for Raman scattering and the
expected polarization shape for the Ag and Bg modes at the P point.

given by Eq. (2.89). The numerator of the Raman intensity formula is given by the
product of two electron-photon matrix elements Mopt for incident and scattered light
accompanied with an electron-phonon matrix element Mep. Then the characteristic
shapes of the Raman intensity polar plots for the Ag and Bg modes are explained by
analyzing the symmetry of the matrix elements. The polarization vector which gives
the anisotropic polarization is only included in the electron-photon matrix element and
we assume that the electron-phonon matrix element does not have anisotropy. Within
this assumption, the anisotropy of Raman intensity is originated from the product of
the two matrix elements. The electron-phonon matrix element only gives the selection
rule of the transition connecting the two electron-photon matrix elements.

In Fig. 4.7, we show an example of the transition corresponding to the Ag and
Bg mode at the P point. The selection rule of the process for Raman scattering
can be determined by group theory which is shown in Table 4.3 an 4.4. For the Ag

mode, the intermediate m and m′ states have the same symmetry, and thus the two
electron-photon matrix elements in Eq. (2.89) has same polarization direction. Then
the Raman intensity is polarized for 0◦ or 90◦ direction. On the other hand, the

Fig. 4.7: fig/ch4-raman-production.eps
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Figure 4.8: Calculated results for the enhancement factor for the interference effect
on the Raman intensity. (a) Geometrical arrangement of the experiment. (b) The
ratio of the enhancement factor for x- and y-polarized light as a function of GaTe
thickness. (c-d) GaTe thickness dependence of the enhancement factor for x- (c) and
y- (d) polarized light. Calculated results for the three laser wavelengths (532, 633 and
785 nm) are shown.

intermediate m and m′ states for Bg mode have the different pattern that has the
maximum at 45◦ polarization direction. Using the above analyses, we can explain
the phenomena of change of the pattern. As shown in the polar plots of Fig. 4.6 (a),
the major axis of Ag peaks for 532 nm is 0◦ while that for 633 and 785 nm is 90◦.
This is because 532 nm (2.33 eV) laser can excite the electrons to higher energy bands
with the polarization of y- (90◦) direction. As discussed in the part of the optical
absorption, the electron-photon matrix elements near the Fermi energy have the value
for x- (0◦) polarization and the Raman intensities for 633 nm (1.96 eV) and 785 nm
(1.57 eV) have the values for x- (0◦) polarization.

Anisotropy of the Raman intensity depends on the thickness, too. We have to
consider the effect of the interference to explain the thickness dependence. We assume
that the geometry of the experimental set up is given as shown in Fig. 4.8 (a). When
we consider the interference effect with the substrate, net Raman intensity is given
by I = Ii · F where Ii is the intrinsic Raman intensity originated from the structure
of the material with the enhancement factor F .101–103) The enhancement factor F is

Fig. 4.8: fig/ch4-raman-interference.eps
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Figure 4.9: Crystal structure of BP: (a) side view and (b) top view.74) a1, a2, and a3
are the primitive lattice vectors of BP.

given by (see Appendix B for the derivation),

F =

∫ d1

0

|Fex(z) · Fsc(z)|2 dz, (4.10)

with the term of excitation and scattering as follows:

Fex(z) = t01

(
1 + r12r23e

−2iβ2
)
e−iβz +

(
r12 + r23e

−2iβ2
)
e−2i(β1−βz)

1 + r12r23e−2iβ2 + (r12 + r23e−2iβ2) r01e−2iβ1
, (4.11)

Fsc(z) = t10

(
1 + r12r23e

−2iβ2
)
e−iβz +

(
r12 + r23e

−2iβ2
)
e−2i(β1−βz)

1 + r12r23e−2iβ2 + (r12 + r23e−2iβ2) r01e−2iβ1
, (4.12)

where we define β1 = 2πd1ñ1/λ, β2 = 2πd2ñ2/λ, an βz = 2πzñ1/λ. The rij and tij
is, respectively, the reflection and transmission coefficient from medium i to j. In the
calculation of the enhancement factor, we use the refractive index obtained from the
first-principles calculation which is shown in Table 4.2. Figs. 4.8 (b)-(d) are the GaTe
thickness dependence of the calculated enhancement factor. As seen in Figs. 4.8 (b),
which shows the calculated ratio of the enhancement factors in the x- and y-directions
for the Raman intensity, the interference effect supresses the Raman intensity in the
x-direction compared with that in the y-direction for both excitation wavelengths
532 and 633 nm, and almost the same intensity in the x and y-directions for the
wavelength 785 nm. This differs from the experimental observations, suggesting that
the anisotropy of the Raman intensity cannot be mainly attributed to the interference
effect, but is mostly due to the anisotropy of the light-matter interactions.

4.2 Black phosphorus

Black phosphorus (BP) is the atomic layer material of phosphorus. BP is attracted
interests by its high mobility while it is easy to be oxidized in the air which is the

Fig. 4.9: fig/ch4-structure-bp.eps
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Figure 4.10: Anisotropic absorption of BP flakes with different thicknesses.74) (a)
Calculated absorption coefficient α as a function of laser energy for monolayer, bilayer,
trilayer, 10-layer, and bulk BP. (b)-(c) Typical absorbance spectra of (b) a thin (9 nm)
and (c) a thick (225 nm) BP flake with incident light polarization along the armchair
and zigzag directions. Insets: optical images and corresponding polar plots of the
absorbance at 633 nm (EL = 1.96 eV) versus the sample rotation angle in a plane
normal to the flake. The symbols are the experimental values, and the lines are least-
squares fittings. The red stars in the insets label the sample measurement positions.
0◦ and 90◦ corresponds to the zigzag and armchair directions, respectively.

difficulty to synthesize for the application. BP is known as the atomic layer material
to show the strong in-plane anisotropy in optical property (see Sec. 1.3.1 and 1.3.3).
In this section, we discuss the anisotropy of optical absorption and Raman spectra of
BP by the same analysis as GaTe.

4.2.1 Crystal structure of black phosphorus

In Fig. 4.9, we show the crystal structure of BP which belongs to D7
2h space group.

There are 4 phosphorus atoms in the unit cell if monolayer BP which also has three
dimensional structure. The each layer is attracted by van der Waals force which
constructs the atomic layer. We adopt the conventional notation of the label of x,
y, z coordinates: x (z) axis is in-plane armchair (zigzag) direction of BP. The direct

Fig. 4.10: fig/ch4-absorption-bp.eps
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Figure 4.11: Band structures and band symmetry of BP with different number of
layer.74) (a) monolayer BP; (b) bilayer BP; (c) trilayer BP; (d) bulk BP. Red (blue)
labels of irreducible representation correspond to symmetric (anti-symmetric) states
under inversion symmetry. Inset of (d): Brillouin zone of bulk BP with high symmetry
points labeled. The coordinates of high symmetry points in the Brillouin zone in (a)-
(c) are labeled in the inset of Fig. 4.12.

energy band gap of BP is at the Γ point with 0.3-1.5 eV which strongly depends on
the number of layers where the electronic energy bands are shown in Fig. 4.11.

4.2.2 Optical absorption of black phosphorus

In Fig. 4.10, we show the absorption spectra given by the (a) first-principles calculation
and (b) experiment.74) BP shows the strong in-plane anisotropy of optical absorption
that the absorption for the polarization along the armchair direction is stronger than
that along the zigzag direction as shown in Fig. 4.10 (b). This result is in good
agreement with the theoretical calculation and the experiment each other.

Fig. 4.11: fig/ch4-symmetry-bp.eps
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Figure 4.12: Optical selection rules in black phosphorus and the calculated anisotropic
absorption.74) (a) Calculated electronic band structure E(k) of trilayer BP. B3g bands
are indicated by red labels, while A2u and Au bands are indicated by blue labels at
the Γ point. Inset: 2D Brillouin zone of trilayer BP. (b)-(c) Calculated polarization
dependence of the optical transition probability (b) from B3g to B2u and (c) from Au

to B3g as indicated in panel (a). Here, 0◦ (90◦) corresponds to the zigzag (armchair)
direction of BP.

This anisotropic optical absorption is understood by considering the electron-
photon matrix elements in BP. In Fig. 4.11, we show the band symmetry with D7

2h

of the space group for monolayer, bilayer, trilayer, and bulk BP. The optical selection
rule of optical transition is given by the group theory. In Fig. 4.12, we show the optical
selection rule of trilayer BP. As shown in Fig. 4.12, the electron-photon matrix element
for small EL is large for x- (90◦) polarization while the z- (0◦) polarized matrix element
appears in larger EL. The difference from the GaTe is that BP has a valley struc-
ture in electronic energy band at the Γ point and thus the optical transition for low
EL occurs only around the Γ point. This means that the x-polarized electron-photon
matrix element near the Γ point can only contribute to the optical absorption for low
EL. Such a situation of electronic energy band structure appears also in monolayer,
bilayer, and bulk BP and becomes the origin of the strong anisotropy of BP.

4.2.3 Raman spectra of black phosphorus

In BP, we can observe the three typical Raman peaks: A1
g, B2g, and A2

g at around
361, 438, and 466 cm−1, respectively. The selection rule of polarized Raman intensity
is given by the group theory which is already discussed in GaTe (Sec. 4.1.3), but for
D7

2h symmetry as shown in Table 4.5 and 4.6. The B2g Raman intensity has the main

Fig. 4.12: fig/ch4-selection-rule-bp.eps
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Figure 4.13: Four typical categories of the BP flakes with the anisotropic Raman
scattering under different incident laser wave lengths.74) The blue and green arrows
indicate the main axes of the polar plots. The data for the 5 nm flake under 785 nm
laser excitation is not included in the figure because of the weak Raman signal.

axis of polar plot for Raman intensity in 45◦, 135◦, and 225◦, 315◦ direction whose
shape does not depend on the thickness and laser excitation energy. The change of
the main axis in the polar plots of the Rmaan intensity can be found in the Ag Raman
peaks as shown in Fig. 4.13.

Thickness dependence of BP is also discussed by calculating the enhancement factor
of Raman intensity in Eq. (4.10). We consider the experimental set up as same with
Fig. 4.8. As shown in Fig. 4.14, for the three laser lines we used, the interference
enhancement is stronger when the incident polarization is along the zigzag direction.

Fig. 4.13: fig/ch4-aniso-raman-bp.eps
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Table 4.5: Selection rules of Raman scattering for the Ag mode in D7
2h symme-

try. |i⟩, |m⟩, and |m′⟩ are the initial state and two intermediate states, respec-
tively. xx (yy) means that the polarization vectors for the incident and scattered
light are parallel to each other in x- (y-) direction. These selection rules correspond
to the product of the matrix elements: ⟨f |Hx

opt|m′⟩⟨m′|Hep(Ag)|m⟩⟨m|Hx
opt|i⟩ and

⟨f |Hx
opt|m′⟩⟨m′|Hep(Ag)|m⟩⟨m|Hy

opt|i⟩.

xx yy
|i⟩ = |f⟩ |m⟩ = |m′⟩ |i⟩ = |f⟩ |m⟩ = |m′⟩

Ag B1u Ag B3u

B1g Au B1g B2u

B2g B3u B2g B1u

B3g B2u B3g Au

Au B1g Au B3g

B1u Ag B1u B2g

B2u B3g B2u B1g

B3u B2g B3u Ag

Table 4.6: Selection rules of Raman scattering for the B2g phonon in D7
2h symme-

try. The polarization is different for the incident and scattered light for the B2g

mode. xy means that the incident light is y-polarized, and the scattered light is x-
polarized. These selection rules correspond to the product of the matrix elements:
⟨f |Hx

opt|m′⟩⟨m′|Hep(B2g)|m⟩⟨m|Hy
opt|i⟩ and ⟨f |Hy

opt|m′⟩⟨m′|Hep(B2g)|m⟩⟨m|Hx
opt|i⟩.

xy yx
|i⟩ = |f⟩ |m⟩ |m′⟩ |i⟩ = |f⟩ |m⟩ |m′⟩

Ag B1u B3u Ag B3u B1u

B1g Au B2u B1g B2u Au

B2g B3u B1u B2g B1u B3u

B3g B2u Au B3g Au B2u

Au B1g B3g Au B3g b1g

B1u Ag B2g B1u B2g Ag

B2u B3g B1g B2u B1g B3g

B3u B2g Ag B3u Ag B2g

The ratio of the enhancement factors between the zigzag and the armchair directions
varies significantly with the thickness of BP, which in turn can influence the thickness
dependence of Raman intensity ratio betweenthe directions of zigzag and the armchair.
The ratio of enhancement factor for zigzag and armchair direction is oscillating, which
depends on the BP thickness while the value of ratio is always larger than unity for
any EL, which means that the Raman intensity for zigzag direction is always more
enhanced than that of the armchair direction. As shown in Fig. 4.12, the electron-
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Figure 4.14: Calculated ratio of interference enhancement factor for zigzag to armchair
as a function of the thickness of the sample for different EL (in the unit of nm) for
air/BP/0.5-mm-quartz.74)

photon matrix elements of BP is x-polarized for small EL, however, the anisotropy of
Ag Raman intensity in Fig. 4.13 is not so large even for low excitation energy (785 nm).
This fact indicates that the anisotropy of Raman intensity in BP becomes simpler by
the enhancement factor.

Fig. 4.14: fig/ch4-enh-factor-bp.eps



Chapter 5

Helicity-exchange in the first-order
Raman scattering for graphene and
TMDs

In this chapter, we discuss the helicity-exchange of photon in the first-order Raman
scattering for graphene and TMDs. In TMDs, there are two strong Raman peaks
that are called the IMC and OC modes.101,104–108) Chen et al. and other researchers
observed the helicity-exchange of scattered light only in the IMC mode.1,109) We de-
velop the program to calculate the first-order Raman spectra by using first-principles
calculation in which the effect of helicity-exchange is taken into account.

In Sec. 5.1, we show calculated results of first-order Raman spectra for TMD
to explain the experimental results by Chen et al.1) as shown in Fig. 1.11. We also
show the calculated results of the G band in graphene that is found to be also helicity-
exchanged. In Sec. 5.2, we discuss the selection rule of Raman scattering for circularly-
polarized light by considering the symmetry of the matrix elements. In Sec. 5.3, we
further discuss the symmetry of the matrix elements by group theory. In Sec. 5.4, we
show the calculated results of strain-induced graphene and discuss how the helicity
changes in the Raman scattering.

5.1 Helicity-resolved Raman spectra

5.1.1 Electronic and phonon structure of graphene and TMDs

In Figs. 5.1 (a)-(c), we show the electronic energy bands of graphene, monolayer,
and bilayer MoS2. The electronic energy bands in Figs. 5.1 (a)-(c) are given by the
Wannier functions which are obtained from the plane wave DFT-SCF calculation, by
using Wannier90 package.110) In the calculation by Wannier90, we select two π and
three sp2 orbitals for graphene, and 3s orbitals of sulfur and 4d orbitals of molybdenum
for MoS2 as Wannier orbitals.

In this thesis, we focus on the first-order (one phonon) Raman process, in which
only q = 0 phonon is emitted. Thus, we calculate the energy of q = 0 phonon for

72
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Figure 5.1: (a)-(c) Electronic energy bands of (a) graphene, (b) monolayer, and (c)
bilayer MoS2. (d)-(e) Atomic vibrations of (d) iTO and LO modes in graphene, (e) OC,
IMC, shear, and breathing modes in MoS2. Shear and breathing modes are observed
only in multilayer MoS2.

graphene, monolayer, and bilayer MoS2 in Table 5.1. In graphene, Raman active
E2g mode that corresponds to the G band is doubly-degenerate, in-plane vibrating
mode [see Fig. 5.1 (d)] at around the 1600 cm−1 in graphene. In MoS2, there are two
Raman active phonon modes at around 389 and 407 cm−1 for monolayer MoS2, which
are denoted by IMC and OC Raman peaks, respectively.101,104–108) The IMC mode
is the in-plane vibration of the transition metal and chalcogen atoms, while the OC
mode is the out-of-plane vibration of chalcogen atoms [see Fig. 5.1 (e)]. In bilayer
MoS2, there are interlayer vibrating modes [see Fig. 5.1 (e)] which are called the shear
mode (C band) and layer breathing mode (LBM) with small energy values (∼20 and
30 cm−1, respectively).1,111) These interlayer modes are also Raman active modes.

5.1.2 Helicity-resolved Raman spectra of graphene and MoS2

In Fig. 5.2, we show the calculated Raman spectra of (a) the G band of graphene and
(b) the IMC and OC modes of monolayer MoS2, and (c) the IMC, OC, shear, and
breathing modes of bilayer MoS2 in the case of same helicity [z̄(σ+ σ+)z, orange line]
and different [z̄(σ+ σ−)z, blue line] helicity of photon for the incident and scattered
light, calculated by using Eq. (2.89). Here the symbol z̄(σ+ σ+)z denotes (1) the
incident light propagating in the direction of z with circularly-polarized light σ+ and
(2) the scattered light in the direction of −z (or z̄) with σ+. As shown in Fig. 5.2,

Fig. 5.1: fig/ch5-band-motion.eps
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Table 5.1: Calculated phonon modes and frequency ωph in units of cm−1 at the Γ
point for graphene, monolayer (1L), and bilayer (2L) MoS2. IR/R denotes infrared
active or Raman active modes.

Mode ωph (cm−1) IR/R
Graphene A2u 0 IR

E1u 0 IR
B1g 905.7
E2g (iTO + LO) 1618.8 R

1L MoS2 A
′′

2 0 IR
E

′
0 R

E
′′

287.4 R
E

′
(IMC) 388.5 IR+R

A
′

1 (OC) 407.3 R
E

′′

2 472.3 IR

2L MoS2 A2u 0 IR
Eu 0 IR
Eg (Shear) 21.9 R
A1g (Breathing) 30.4 R
Eu 286.7 IR
Eg 288.7 R
Eu 388.3 IR
Eg (IMC) 388.9 R
A2u 406.6 IR
A1g (OC) 408.0 R
A2u 471.0 IR
A1g 472.6 R

the G band in graphene and the IMC peak in monolayer MoS2 show non-zero (zero)
Raman intensity for z̄(σ+ σ−)z [z̄(σ+ σ+)z] scattering while the OC peak shows non-
zero (zero) Raman intensity for z̄(σ+ σ+)z [z̄(σ+ σ−)z] scattering. It means that the
G band and the IMC mode exhibit the helicity-exchange while the OC mode does not,
which is consistent with the experimental results by Chen et al.1) and Raman tensor
analysis discussed in Sec. 1.3.3. This result is also consistent with the conservation of
angular momentum which implies that the doubly-degenerate phonon mode (E′) can
change the helicity of circularly-polarized light.

In Fig. 5.2 (b), we show the EL dependence of Raman spectra in monolayer MoS2,
too. The resonant Raman spectra of monolayer MoS2 strongly depends on the EL. In
the case of the EL around the energy gap (EL ∼ 1.65 eV by the DFT calculation) at
the K (K′) point, the Raman intensity of the IMC mode is relatively small since the
optical transition of absorption and emission in the first-order Raman process occurs



75 CHAPTER 5. HELICITY-EXCHANGE OF PHOTON IN RAMAN SPECTRA

(a)

R
a
m

a
n
 i
n
te

n
s
it
y
 (

a
rb

. 
u
n
it
s
)

Raman shift (cm-1)

Graphene

1500 1600 1700

G band

2.0eV

2.3eV

2.6eV

3.0eV

(b) Monolayer MoS2

370 390 410

R
a
m

a
n
 i
n
te

n
s
it
y
 (

a
rb

. 
u
n
it
s
)

Raman shift (cm-1)

1.77eV

(1.95eV)

2.15eV

(2.33eV)

2.36eV

(2.54eV)

2.60eV

(2.78eV)

3.00eV

(3.18eV)

OC
IMC

×20

×20

×20

×20

×20

1.77eV

(1.95eV)

2.15eV

(2.33eV)

2.36eV

(2.54eV)

2.60eV

(2.78eV)

3.00eV

(3.18eV)

R
a
m

a
n
 i
n
te

n
s
it
y
 (

a
rb

. 
u
n
it
s
)

R
a
m

a
n
 i
n
te

n
s
it
y
 (

a
rb

. 
u
n
it
s
)

Raman shift (cm-1) Raman shift (cm-1)

10 30 4020 370 390 410

OC

IMC

BreathingShear

×20

×20

×20

×20

×20

×5

×5

×5

×5

×5

(c) Bilayer MoS2

Figure 5.2: Calculated helicity-dependent Raman spectra of (a) the G band in
graphene, (b) the IMC (E′) and OC (A′

1) modes in monolayer MoS2, and (c) IMC,
OC, shear, and breathing modes in bilayer MoS2. We show the spectra for the incident
laser energies: EL = 2.0, 2.3, 2.6, and 3.0 eV for graphene and EL = 1.77, 2.15, 2.36,
2.60, and 3.00 eV for MoS2. The value of the energy in bracket is the corresponding
energy by shifting the conduction band to match with the experimental energy gap of
monolayer MoS2: 1.83 eV.27)

within the same valley, in which only σ+ (σ−) light can be absorbed or scattered at
the K (K′) valley. It means that even though the IMC mode can change the helicity
of light, the scattered photon with the opposite helicity is forbidden within the same
valley, which is the reason why the intensity of IMC is small. Thus, the intensity
of the helicity-exchange Raman scattering around the K (K′) valley is small for the
structure without inversion symmetry that has the valley-selective optical absorption
by circularly-polarized light, as discussed in Chapter 3.

In the case of EL = 2.60 eV, which corresponds to the gap energy around the
so-called Λ valley between the Γ and K (K′) points, the Raman spectra are enhanced
for both the IMC and OC modes. This behavior appears because of the enhancement
of optical absorption due to the large joint density of states around the Λ valley by the
nesting of the energy bands65,66,90) that is discussed in Sec. 3.2.3. When we further
increase the EL to the gap energy at around the M point (EL ∼ 3.0 eV), intensity
of only the IMC peak becomes strong due to the 2D van Hove singularity (see Sec.
3.2.3), since both the σ+ and σ− light can excite the electrons at the K and K′ points.
In the experiments, however, the IMC and OC peaks do not much depend on EL and
the peak intensities are almost comparable.106–108) One possible reason is that the
contribution of the higher-order Raman processes for the IMC mode might exist by
the intervalley scattering of the photo-excited electron from K to K′ (or K′ to K) by
defects, which is not considered in our calculation. The intensity of the IMC mode

Fig. 5.2: fig/ch5-ramanspec.eps
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might be enhanced by the higher order process like that the electron in the K valley
is excited and scattered to the K′ valley by the defect, and finally emits the photon in
the K′ valley by changing the helicity. Furthermore, a recent study reported that the
inclusion of many body effects (or exciton effects) by GW-BSE calculation influences
the ratio of Raman intensity for IMC and OC modes in MoTe2.112) The GW-BSE
calculation makes the Raman intensity of IMC and OC mode more comparable to
the experimental results.112) In order to reproduce the experiment, we also have to
evaluate correctly the resonace window γ in Eq. (2.89). In our calculation, we assume
that γ is constant. However, the life time of photo-excited electron for the IMC mode
which changes the helicity would become longer than the OC mode because of the
helicity-selective optical transition. In order to evaluate γ, we have to calculate the
electron-phonon interaction for all q phonon which would be the future work. For
the bilayer MoS2, we can observe the interlayer vibration which is called the shear
mode (C band) and breathing mode (LBM) which are shown in Fig. 5.1 (e). From the
numerical calculation shown in Fig. 5.2 (c), helicity-exchange for the Raman scattering
is also observed in the shear mode which is doubly-degenerate, while the breathing
mode without degeneracy does not change the helicity of photon. This result is also
in good agreement with the experiment by Chen et al.1), too.

5.2 Raman matrix elements

In this section, We discuss the reason why the G band of graphene and the IMC
mode in monolayer MoS2 exchange the helicity of light by Raman scattering. For this
purpose, we consider the symmetry of the Raman matrix element MR(k), which is
the numerator of Eq. (2.89),

MR(k) =Mfm′σ′

opt (k)Mm′mν
ep (k)Mmiσ

opt (k). (5.1)

In the resonant scattering, the intermediate (or virtual) state [m or m′ in Eq. (5.1)]
is given by the linear combination of the eigen states. The contribution of the eigen
states to the virtual state is large if the energy of an eigen state is close to the virtual
state. Since the energy of the phonon (∼0.2 eV for the G band and ∼0.05 eV for the
IMC and OC mode) is small compared with the separation of the electronic energy
bands, the dominant contribution is m = m′ in Eq. (5.1) for the first-order Raman
process. It means that we approximate the virtual states after scattering to the states
before the scattering. In Fig. 5.3 (a), we show the product of the two electron-photon
matrix elements with the helicity-switching [Mfm′σ+

opt (k)M
miσ−
opt (k)] for the case of i =

f = HVB (the highest valence band) and m = m′ = LCB (lowest conduction band).
Since the dipole vector Dmi(fm′)(k) in the electron-photon matrix element [Eq. (2.39)]
can be expressed only by the real number for graphene,81) we get the relation of
M

fmσ+

opt (k) =M
miσ−
opt (k). In fact, Mfm′σ+

opt (k)M
miσ−
opt (k) for graphene shown in Fig. 5.3

(a) has both the real and imaginary parts, while Mfm′σ+

opt (k)M
miσ+

opt (k) in Fig. 5.3
(a) is a real number. In Fig. 5.3 (b), we plot the electron-phonon matrix elements
[Mm′mν

ep (k)] for the iTO and LO Γ point phonons of graphene in the case of m =
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(a) Electron-photon matrix elements

+  -

+  +

+  -

+  +

LO iTO

Real Imaginary

Real RealImaginary Imaginary

(b) Electron-phonon and Raman matrix elements

-1

0

+1
(arb.units)

Figure 5.3: (a) The real and imaginary parts of the electron-photon matrix element
in graphene of incident and scattered light for z̄(σ− σ+)z and z̄(σ+ σ+)z. (b) The real
and imaginary parts of the electron-phonon and Raman matrix elements for the LO
and iTO modes of graphene. The red and blue areas denote positive and negative
values, respectively. The MR(k) which survives after the integration in BZ is shown
in bold black box.

m′ = LCB. Note that the electron-phonon matrix element for m = m′ has only the
real part since the deformation potential in Eq. (2.72) is a real number. The iTO
and LO modes in graphene belong to the E2g (Γ+

6 ) symmetry of D6h with the basis
of xy and x2 − y2, respectively. The character table of D6h is given in Appendix C.
Then, as shown in Fig. 5.3 (b), the real (imaginary) part ofMR(k) for the iTO (LO)
mode of z̄(σ+ σ−)z has a finite value after the integration in the first Brillouin zone,
while the imaginary (real) part of MR(k) for the iTO (LO) mode vanishes after the
integration because of the presence of an odd function in the k space.112) The Raman
matrix element for z̄(σ+ σ+)z vanishes for both the LO and iTO modes [see Fig. 5.3

Fig. 5.3: fig/ch5-raman-matele-graphene.eps
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(a) Electron-photon matrix element
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Figure 5.4: (a) The real and imaginary parts of the electron-photon matrix elements
in monolayer MoS2 of incident and scattered light for z̄(σ− σ+)z and z̄(σ+ σ+)z. (b)
The real and imaginary parts of the electron-phonon and Raman matrix elements for
the IMC and OC modes of monolayer MoS2. The red and blue areas denote positive
and negative valuses, respectively. TheMR(k) which survives after the integration in
BZ are shown in bold black box.

(b)] by the integration in the first Brillouin zone. Thus, only the z̄(σ− σ+)z scattering
can be observed for the G band of graphene.

We also discuss the symmetry of the matrix elements for monolayer MoS2 as shown
in Fig. 5.4. The matrix elements displayed are for i = f = HVB and m = m′ = LCB

in Eq. (5.1). The electron-phonon matrix elements for the IMC mode have same
symmetries with the LO and iTO modes of graphene and we can do the same discussion
with the G band of graphene. Since the K and the K′ points are inequivalent for
the optical transition in MoS2 for circularly-polarized light, the inequivalent electron-

Fig. 5.4: fig/ch5-raman-matele-tmd.eps
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Table 5.2: The symmetry of the matrix elements for graphene (D6h) and monolayer
MoS2 (D3h). We assume i = f = π band (HVB) and m = π∗ band (LCB) for graphene
(monolayer MoS2). The |p, q⟩± is the q-th basis of the Γ±

p symmetry.

Mfmσ
opt Mmmν

ep Mmiσ
opt MR

P D D P

Graphene, D6h z̄(σ+ σ+)z |5, 1⟩− |4, 1⟩− (|6, 1⟩+ + |6, 2⟩+) |4, 1⟩− |5, 2⟩− (|6, 1⟩+ + |6, 2⟩+)
(G band)

z̄(σ+ σ−)z |5, 1⟩− |4, 1⟩− (|6, 1⟩+ + |6, 2⟩+) |4, 1⟩− |5, 1⟩− (|1,1⟩+ + |2, 1⟩+
+|6, 1⟩+ + |6, 2⟩+)

1L MoS2, D3h z̄(σ+ σ+)z |6, 1⟩ (|1, 1⟩+ |2, 1⟩) (|6, 1⟩+ |6, 2⟩) (|1, 1⟩+ |2, 1⟩) |6, 2⟩ (|6, 1⟩+ |6, 2⟩)
(IMC mode)

z̄(σ+ σ−)z |6, 1⟩ (|1, 1⟩+ |2, 1⟩) (|6, 1⟩+ |6, 2⟩) (|1, 1⟩+ |2, 1⟩) |6, 1⟩ (|1,1⟩+ |2, 1⟩
+|6, 1⟩+ |6, 2⟩)

1L MoS2, D3h z̄(σ+ σ+)z |6, 1⟩ (|1, 1⟩+ |2, 1⟩) |1, 1⟩ (|1, 1⟩+ |2, 1⟩) |6, 2⟩ (|1,1⟩+ |2, 1⟩)
(OC mode) z̄(σ+ σ−)z |6, 1⟩ (|1, 1⟩+ |2, 1⟩) |1, 1⟩ (|1, 1⟩+ |2, 1⟩) |6, 1⟩ |6, 2⟩

photon matrix elements for MoS2 appear as shown in Fig. 5.4. Finally, only the
imaginary part of the IMC (LO) mode and the real part of the IMC (TO) mode have
the finite value by the integration in the first Brillouin zone for z̄(σ− σ+)z scattering.
On the other hand, only the real part of the OC mode has the finite value by the
integration in the first Brillouin zone for z̄(σ+ σ+)z scattering. Group theory discussion
in Sec. 5.4 confirms which matrix elements have the finite value after the integration
in the first Brillouin zone.

5.3 Discussion by group theory

The selection rule of the helicity-switching can be discussed by the symmetry of the
matrix elements with use of the group theory. Graphene (monolayer MoS2) belongs to
D6h (D3h) point group. We show the symmetry of the matrix elements for graphene
and monolayer MoS2 in Table 5.2. The polarization vectors belong to the irreducible
representation Γ−

5 (Γ6) for D6h (D3h), which have two basis functions denoted by
|5, 1⟩− and |5, 2⟩− (|6, 1⟩− and |6, 2⟩−). The two basis functions correspond to the
left- and right-handed circular polarization. In order to discuss the selection rule for
MR, we need to consider not only the direct product of the irreducible representation,
but also the product of the basis functions. The product tables of D3h and D6h are
shown in Appendix C. We derive the shape of the dipole vector of TMDs near the
K and K′ point in Chapter 3. The shape of the dipole vectors for π − π∗ transition
in graphene and HVB-LCB transition around the K (K′) point in monolayer MoS2
are given in Figs. 3.2 (c)-(d) and (a)-(b), respectively, and we obtain the symmetry
of dipole vectors as Γ−

4 for graphene and Γ1 + Γ2 for monolayer MoS2. Only the
MR that belongs to Γ+

1 (|1, 1⟩+) or Γ1 (|1, 1⟩) symmetry has the finite value after the
integration in the Brillouin zone because Γ+

1 and Γ1 do not change the sign by any
symmetry operations. Therefore, z̄(σ+ σ−)z for the G band and the IMC mode and
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Figure 5.5: (a) Calculated Raman spectra of strain-induced graphene with 0, 4, 8, 12,
and 20 % strain to the y direction in Figure 5.1 (e). (b)-(c) Parameters of Raman
tensor for strain induced graphene (b) |b|/|a| and (c) cos (θa − θb). The laser energy
in this calculation is 2 eV.

z̄(σ+ σ+)z for the OC mode can be observed in the Raman spectra as is listed in the
rightmost column in Table 5.2.

5.4 Raman spectra in strain-induced graphene

According to the discussion of chiral phonon with the angular momentum,78,109) the
G band in graphene can switch the helicity of the photon in the Raman process since
the two modes (iTO and LO) are degenerate. Then, the helicity selection rule would
change if the degeneracy of the G band is lifted by applying the strain in the direction
of the y axis. Experimentalists could observe the splitting of the G band by 10 cm−1

through the application of 0.6 % strain in graphene.113–115) In Fig. 5.5, we show the
calculated Raman spectra of the G band in graphene with the uniaxial strain to the
direction of the y axis in Fig. 5.1. The G band splits into two bands (G+ and G−)
by the strain induction and the peak position shifts to the lower wave number. By
increasing the strain, the Raman intensity of G− band for z̄(σ+ σ+)z becomes larger.
By strain induction, the symmetry of graphene (D6h) changes to D2h, and the G band
with E2g symmetry splits into Ag (G−) and B1g (G+) symmetry modes. The Raman
tensors of Ag and B1g phonon modes in D2h symmetry are written by (see Table 2.1),

Fig. 5.5: fig/ch5-graphene-strain.eps
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←→
R (Ag) =

 a 0 0

0 b 0

0 0 c

 , (5.2)

←→
R (B1g) =

 0 d 0

d 0 0

0 0 0

 . (5.3)

The Raman tensor for B1g is the same as one of the E′ modes and the helicity changes
in the Raman scattering process. Thus, the G+ band in Fig. 5.1 changes the helicity
even when the strain increases. The Raman intensity of Ag mode in D2h symmetry is
calculated as follows:

Is =
∣∣∣P ∗

σ−
←→
R (Ag)Pσ+

∣∣∣2 = (a− b)2, (5.4)

Is =
∣∣∣P ∗

σ+

←→
R (Ag)Pσ+

∣∣∣2 = (a+ b)2. (5.5)

Thus the Raman intensity for z̄(σ− σ+)z [z̄(σ+ σ+)z] is zero in the case of a ∼ b

(a = −b). This result indicates that the helicity selection rule for nondegenerate Ag

mode in D2h symmetry can not be known only by the Raman tensor but depends on
the value of the parameter a and b, which clearly shows the limitation of the application
of Raman tensor. In the case of graphene, a ∼ −b is satisfied for small strain, but
the difference between a and b (|a − b|) becomes small by increasing strain and the
selection rule changes not to switch the helicity.

We calculate the parameter of Raman tensor from the first-principles calculation
by using Eq. (2.91). Generally, the parameters of Raman tensor are complex num-
bers since the matrix elements are complex numbers (a = |a|eiθa , b = |b|eiθb , and
c = |c|eiθc). Then, the Raman intensity for Ag symmetry in Eqs. (5.4) and (5.5) is
expressed by

Is = |a± b|2

= |a|2
(
1 +

∣∣∣∣ ba
∣∣∣∣2 ± 2

∣∣∣∣ ba
∣∣∣∣ cos (θa − θb)

)
. (5.6)

The positive (negative) sign in Eq. (5.6) corresponds to the helicity-conserving (-
changing) case. In Fig. 5.5 (b) and (c), we show the calculated |b|/|a| and cos (θa − θb)
as a function of strain. The Raman intensity for helicity-changing and helicity-
conserving cases for ∼16% strain in Fig. 5.5 are almost same since |b|/|a| ∼ 0 and
cos (θa − θb) ∼ 0 for 16% strain. such a parameter-changing occurs since the parame-
ter for y direction b in Eq. (5.2) is modulated by the strain along the y direction. It
is thus interesting if we observe Raman spectra of the G band for circularly-polarized
light by applying the pressure in which the degeneracy of the G band is lifted. The
helicity selection rule of Raman spectra for D2h symmetry can not be determined only
by Raman tensor. Thus the materials with D2h symmetry for example black phos-
phorus are good subjects of research for helicity-resolved Raman spectroscopy which
should be a future work.
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Finally, we discuss the conservation of angular momentum for the strain-induced
graphene. Our calculated results for the spin-split G+ and G− bands exhibit the
changes of helicity even though these modes are not degenerate. We note that the time-
dependent perturbation theory in our calculation does not consider the conservation of
angular momentum. Thus, if we assume the conservation of angular momentum among
the photon and phonon in the Raman process, the helicity-changing Raman intensities
for spin-split G− and G+ bands become zero. However, the crystal structures in our
calculation do not have continuous rotational symmetry and thus the conservation of
angular momentum is generally broken.63,64) The angular momentum of photon can
be exchanged with the mechanical rotation around the center of mass or spin angular
momentum. Then the helicity-changing Raman spectra would be observed also in
nondegenerate modes and this behavior should be confirmed by experimentalists for
black phosphorus, strain-induced graphene, and other materials with D2h symmetry.



Chapter 6

Conclusions

In this thesis, we have theoretically discussed the polarization dependence of optical
absorption and Raman spectra for atomic layer materials. We performed the theo-
retical analysis accompanied with the numerical calculation for three subjects: (1)
valley polarization in TMDs (Chapter 3), (2) optical anisotropy of GaTe and BP
(Chapter 4), and (3) helicity-exchange of the first order Raman spectra in graphene
and TMDs (Chapter 5). We have developed new programs to calculate (1) the laser-
energy-dependent optical absorption and (2) the first-order Raman spectra, based on
the first-principles calculation. The electron-photon matrix elements are obtained by
the program updated from the previous work,116) putting the wave function calculated
within the Quantum Espresso package. The electron-phonon matrix elements are ob-
tained by extracting from the EPW package and modify its source code. We summarize
the original points found in this thesis as follows.

Valley polarization in TMDs

We derived the shape of dipole vector of TMDs near the K and K′ points by the simple
tight-binding analytical calculation. The analytical form of dipole vector of TMDs are
compared with that of graphene derived by Grüneis et al.81) It is clarified that the
essential point of dipole vector to give the valley polarization is the existence of the
imaginary part that is 90 (−90) degree rotated from the real part at the K (K′) point.

By performing the numerical calculation, we clarified the valley polarization of
optical transition in the high energy region around EL that corresponds to the Λ

valley. The valley polarization occurs not only at the K and K′ valleys, but also at
the Λ and Λ′ valleys. The degree of the valley polarization at the Λ valley is smaller
than that at the K valley. However, the advantage of the Λ valley is that it has a large
difference of the intensity of the optical transition due to the strong optical absorption
by the nesting of the energy bands. The valley polarization at the Λ valley would be
observed by lifting the degeneracy by magnetic field21,24) or pump-probe method.25)
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Optical anisotropy of GaTe and BP

We performed the theoretical analysis of anisotropic optical absorption and Raman
intensity for GaTe and BP, that is collaborated with experimentalists. The anisotropies
of optical absorption and Raman spectra depend on the laser excitation energy and the
sample thickness, which can not be explained by the classical theory such as Raman
tensor analysis.

We found that the laser energy dependence can be explained by considering the
electronic energy band structure combined with the symmetry of the wave function.
We also performed the theoretical calculation by the transfer matrix method and the
Raman enhancement factor, and clarify that the interference of light in the sample
with the substrate is the origin of the thickness dependence of the anisotropy.

Helicity-exchange of the first-order Raman spectra in graphene and TMDs

We performed numerical calculations of helicity-resolved Raman spectra of graphene
and TMDs based on the first-principles calculation. The calculation results of MoS2

reproduced the helicity selection rule of TMDs that was experimentally reported by
Chen et al.1) We also systematically showed the matrix elements to give the helicity-
exchange in the first-order Raman scattering. Based on our calculation, we gave the
theoretical prediction to change the helicity dependence of Raman scattering of the G
band of graphene by inducing the in-plane strain. We show that only one of the split
peaks, i.e. the G− band (from the degenerate G band) gradually changes the helicity
dependence by increasing the strain, which implies that the helicity selection rule of
Raman scattering of nondegenerate Ag mode in D2h symmetry can not be predicted
only from the Raman tensor.



Appendix A

Selection rule for optical dipole
transition

In this Appendix, we derive the selectioin rule of the optical dipole transition for
circularly-polarized light by considering the transition dipole moment.

A.1 Transition Dipole moment in hydrogen atom

Here we discuss the selection rule of optical transition among atomic orbitals by
circularly-polarized light in hydrogen atom. In order to discuss the dipole transi-
tion rule, we discuss about the transition dipole moment d for electric dipole −er
written by

d = ⟨f |(−e)r|i⟩ =
∫
ψf (r)

∗(−e)rψi(r)dr. (A.1)

The transition dipole moment in Eq. (A.1) is directly associated with the dipole vector
D as follows:

⟨f |∇|i⟩ =
i

ℏ
⟨f |p|i⟩

=
im

ℏ
⟨f |dr

dt
|i⟩

=
m

ℏ2
⟨f |[r, H]|i⟩

=
m

ℏ2
⟨f |(rH −Hr)|i⟩

=
m

ℏ2
(⟨f |rEi|i⟩ − ⟨f |Efr|i⟩

=
m

eℏ2
(Ef − Ei)⟨f |(−e)r|i⟩, (A.2)

where Ei and Ef are eigen energies of the |i⟩ and |f⟩ states, respectively. From the
second to third lines in Eq. (A.2), we use the definition of the Heisenberg equation of
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motion dO
dt = i

ℏ [H,O]. Then we discuss the symmetry of the transition dipole moment
d = ⟨f |(−e)r|i⟩ to obtain the selection rule of dipole transition.

By using main, azimuthal, magnetic, and spin quantum numbers (n, ℓ,m, sz, re-
spectively) of an atom, we write the wave function as follows:

ψn,ℓ,m,sz (r, θ, ϕ, sz) = Rn,ℓ(r)Yℓ,m(θ, ϕ)σs(sz), (A.3)

where Rn,ℓ(r), Yℓ,m(θ, ϕ), and σs(sz) are the radial wave function, spherical harmonics,
and spin wave function, respectively. The spherical harmonics is further decomposed
by the function of θ and ϕ as follows:

Yℓ,m(θ, ϕ) = Θl,m(θ) · Φm(ϕ), (A.4)

Θl,m(θ) = (−1)m ·
√

2ℓ+ 1

2
·

√
(ℓ−m)!

(ℓ+m)!
· Pm

ℓ (cos θ) (|m| ≤ ℓ), (A.5)

Φm(ϕ) =
1√
2π
eimϕ, (A.6)

where Pm
ℓ (cosθ) is the associated Legendre polynomial. Furthermore, the electric

dipole (−e)r in cartesian coordinate is written by using r, θ, ϕ as follows:

(−e)r = (−e)(r sin θ cosϕ, r sin θ sinϕ, r cos θ). (A.7)

By using Eqs. (A.3)-(A.7), the transition dipole moment d is written by

d = ⟨f |(−e)r|i⟩
= ψn′ ,ℓ′ ,m′ ,s′z

(r, θ, ϕ, sz)|(−e)r|ψn,ℓ,m,sz (r, θ, ϕ, sz)⟩

∝ ⟨σs(s
′

z)|σs(sz)⟩
∫ ∞

r=0

∫ π

θ=0

∫ 2π

ϕ=0

R∗
n′ ,ℓ′

(r)Rn,ℓ(r)P
m

′

ℓ′
(cos θ)Pm

ℓ (cos θ)ei(m−m
′
)ϕ

×r3 sin θ

 sin θ cosϕ

sin θ sinϕ

cos θ

 drdθdϕ

= δs′z,sz

∫ ∞

r=0

R∗
n′ ,ℓ′

(r)Rn,ℓ(r)r
3dr ·

∫ π

θ=0

Pm
′

ℓ′
(cos θ)Pm

ℓ (cos θ)

 sin θ

sin θ

cos θ

 sin θdθ

×
∫ 2π

ϕ=0

 cosϕ

sinϕ

1

 ei(m−m
′
)ϕdϕ. (A.8)

The δs′z,sz appears since the space integral does not affect the spin wave function and
we just use the orthogonality of the spin wave function. Then we obtain the selection
rule for spin:

∆sz = s
′

z − sz = 0. (A.9)
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The selection rules for ℓ and m are given from the integral for θ and ϕ in Eq. (A.8).
We confirm the selection rule for x, y, and z components as below.

z component of the transition dipole moment

We start from the z component of the transition dipole moment in Eq. (A.8). From
Eq. (A.8), the z component of the d which is related with θ and ϕ can be written as,

dz ∝
∫ π

θ=0

Pm
′

ℓ′
(cos θ)Pm

ℓ (cos θ) cos θ sin θdθ ·
∫ 2π

ϕ=0

ei(m−m
′
)ϕdϕ. (A.10)

The integral for ϕ (
∫ 2π

ϕ=0
ei(m−m

′
)ϕdϕ) directly becomes the delta function δm,m′ which

gives the selection rule ∆m = m′ −m = 0. For the integral of θ, defining z = cos θ

and dz = − sin θdθ, we obtain∫ π

θ=0

Pm
ℓ′
(cos θ)Pm

ℓ (cos θ) cos θ sin θdθ =

∫ 1

−1

Pm
ℓ′
(z)Pm

ℓ (z)zdz. (A.11)

Here we use the recurrence relation for associated Legendre polynomial:

z · Pm
ℓ (z) =

ℓ−m+ 1

2ℓ+ 1
· Pm

ℓ+1(z)
ℓ+m

2ℓ+ 1
· Pm

ℓ−1(z). (A.12)

Using Eqs. (A.11) and (A.12), we obtain∫ π

θ=0

Pm
′

ℓ′
(z)Pm

ℓ (z)zdz

=
ℓ−m+ 1

2ℓ+ 1

∫ 1

−1

Pm
′

ℓ′
(z)Pm

ℓ+1(z)dz +
ℓ+m

2ℓ+ 1

∫ 1

−1

Pm
′

ℓ′
(z)Pm

ℓ−1(z)dz

=
ℓ−m+ 1

2ℓ+ 1
δℓ+1,ℓ′ +

ℓ+m

2ℓ+ 1
δℓ−1,ℓ′ . (A.13)

From the first to second line in Eq. (A.13), we use the orthogonality of associated
Legendre polynomial: ∫ 1

−1

Pm
ℓ′
(z)Pm

ℓ (z)dz = δℓ,ℓ′ . (A.14)

From Eq. (A.13), we obtain the selection rule for azimuthal quantum number: ∆ℓ =

ℓ′ − ℓ = ±1. By summarizing the selection rule for z component of the transition
dipole moment, we can write,

dz :


∆ℓ = ±1
∆m = 0

∆sz = 0

. (A.15)
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x and y components of the transition dipole moment

For the x and y components of the transition dipole moments, by using Eq. (A.8),
the x and y components of the d which are related with θ and ϕ can be written,
respectively, as,

dx ∝
∫ π

θ=0

Pm
′

ℓ′
(cos θ)Pm

ℓ (cos θ) sin2 θdθ ·
∫ 2π

ϕ=0

ei(m−m
′
)ϕ cosϕdϕ, (A.16)

dy ∝
∫ π

θ=0

Pm
′

ℓ′
(cos θ)Pm

ℓ (cos θ) sin2 θdθ ·
∫ 2π

ϕ=0

ei(m−m
′
)ϕ sinϕdϕ. (A.17)

The integral for ϕ in Eqs. (A.16) and (A.17) are, respectively, written as,∫ 2π

ϕ=0

ei(m−m
′
)ϕ cosϕdϕ =

1

2

∫ 2π

ϕ=0

ei(m−m
′
)ϕ(eiϕ + e−iϕ)dϕ

=
1

2

∫ 2π

ϕ=0

(ei(m−m
′
+1)ϕ + ei(m−m

′
−1)ϕ)dϕ

= π(δm+1,m′ + δm−1,m′ ), (A.18)∫ 2π

ϕ=0

ei(m−m
′
)ϕ sinϕdϕ =

1

2i

∫ 2π

ϕ=0

ei(m−m
′
)ϕ(eiϕ − e−iϕ)dϕ

=
1

2i

∫ 2π

ϕ=0

(ei(m−m
′
+1)ϕ − ei(m−m

′
−1)ϕ)dϕ

= −πi(δm+1,m′ − δm−1,m′ ). (A.19)

Thus we obtain the selection rule for m in the x and y components of transition dipole
moment as ∆m = m′−m = ±1. From Eqs. (A.18) and (A.19), we can understand the
dipole transition by circularly-polarized σ+ (σ−) light. From Eqs. (A.18) and (A.19),
the transition matrix elements Pσ+ · d and Pσ− · d are, respectively, written by

Pσ+ · d = (1, i, 0)

 dx
dy
dz


∝ π(δm+1,m′ + δm−1,m′ ) + i · (−πi)(δm+1,m′ − δm−1,m′ )

= 2πδm+1,m′ , (A.20)

Pσ− · d = (1,−i, 0)

 dx
dy
dz


∝ π(δm−1,m′ + δm−1,m′ ) + (−i) · (−πi)(δm+1,m′ − δm−1,m′ )

= 2πδm−1,m′ . (A.21)

Thus the dipole transition by circularly-polarized σ+ (σ−) light corresponds to the
transition by ∆m = +1 (−1).
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Finally we derive the selection rule for ℓ in the x and y components. The x and y
components of the integral for θ of the transition dipole moment in Eqs. (A.16) and
(A.17) are the same (=

∫ π

θ=0
Pm

′

ℓ′
(cos θ)Pm

ℓ (cos θ) sin2 θdθ). We have already obtained
the selection rule for m : m′ = m±1 in Eqs. (A.18) and (A.19). Firstly let us consider
the case of m′ = m + 1. We use the recurrence formula for associated Legendre
polynomial:

(1− z2)1/2Pm
ℓ (z) =

1

2ℓ+ 1

{
Pm+1
ℓ+1 (z)− Pm+1

ℓ−1

}
. (A.22)

Using Eq. (A.22) and the transformation of variable z = cos θ, we obtain∫ π

θ=0

Pm+1
ℓ′

(cos θ)Pm
ℓ (cos θ) sin2 θdθ =

∫ 1

−1

Pm+1
ℓ′

(z)Pm
ℓ (z)(1− z2)1/2dz

=
1

2ℓ+ 1

∫ 1

−1

Pm+1
ℓ′

{
Pm+1
ℓ+1 (z)− Pm+1

ℓ−1 (z)
}
dz

=
1

2ℓ+ 1
(δℓ+1,ℓ′ − δℓ−1,ℓ′ ). (A.23)

In the case of m′ = m − 1, we use the recurrence relation for associated Legendre
polynomial which we change m→ m− 1 and ℓ→ ℓ′ in Eq. (A.22) as follows:

(1− z2)1/2Pm−1
ℓ′

(z) =
1

2ℓ′ + 1

{
Pm
ℓ′+1

(z)− Pm
ℓ′−1

}
. (A.24)

Using Eq. (A.24) and the transformation of variable z = cos θ, we obtain∫ π

θ=0

Pm−1
ℓ′

(cos θ)Pm
ℓ (cos θ) sin2 θdθ =

∫ 1

−1

Pm−1
ℓ′

(z)Pm
ℓ (z)(1− z2)1/2dz

=
1

2ℓ′ + 1

∫ 1

−1

{
Pm
ℓ′+1

(z)− Pm
ℓ′−1

(z)
}
Pm
ℓ (z)dz

=
1

2ℓ′ + 1
(δℓ,ℓ′+1 − δℓ,ℓ′−1). (A.25)

From Eqs. (A.23) and (A.25), we obtain the selection rule for x and y components of
the transition dipole moment and we can write,

dx, dy :


∆ℓ = ±1
∆m = ±1
∆sz = 0

. (A.26)

Summary of the selection rule

From Eqs. (A.15) and (A.26), we summarize the selection rule of hydrogen atom in
the dipole transition as follows:

∆sz = 0, (A.27)
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∆ℓ = ±1, (A.28)
∆m = 0,±1. (A.29)

In the case of many body system, the selection rule for total azimuthal quantum
number L, total spin quantum number Sz, and the total angular momentum J = L+S,
the z component of total angular momentum mJ are given as follows:

∆Sz = 0, (A.30)
∆L = 0,±1, (A.31)
∆J = 0,±1 (the transition J = 0→ 0 is excluded), (A.32)

∆mJ = 0,±1, (A.33)

which we need further general discussion by using the representation of rotation group
and the Wigner-Eckart theorem (see for example Ref. 117).

A.2 Dipole selection rule under the rotational sym-
metry

The dipole selection rule for circularly-polarized light discussed in Sec. A.1 is modified
under the rotational symmetry.56,63,64) When we consider a q-fold rotation for the
Bloch state at a high symmetry point is invariant for R

(
2π
q , ẑ

)
, we can write the

wave function |ψc(v)(k)⟩ as follows:56)

R

(
2π

q
, ẑ

)
|ψc(v)(k)⟩ = e−i 2π

q mc(v)

|ψc(v)(k)⟩. (A.34)

Using Eqs.(A.34), the ⟨ψc(k)|r|ψv(k)⟩ can be calculated as follows:

⟨ψc(k)|r|ψv(k)⟩
= ⟨ψc(k)|R−1RrR−1R|ψv(k)⟩
= ei

2π
q (mJ−c−mv

J )⟨ψc(k)|RrR−1|ψv(k)⟩

= ei
2π
q (mJ−c−mv

J )⟨ψc(k)|

 x cos 2π
q − y sin

2π
q

x sin 2π
q + y cos 2π

q

0

 |ψv(k)⟩

= ei
2π
q (mJ−c−mv

J )

 ⟨ψc(k)|x|ψv(k)⟩ cos 2π
q − ⟨ψc(k)|y|ψv(k)⟩ sin 2π

q

⟨ψc(k)|x|ψv(k)⟩ sin 2π
q + ⟨ψc(k)|y|ψv(k)⟩ cos 2π

q

0

 .

(A.35)
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By using Eq. (A.35), the electron-photon matrix element for circularly-polarized light
⟨ψc(k)|r · Pσ±|ψv(k)⟩ is calculated as follows:

⟨ψc(k)|r · Pσ±|ψv(k)⟩ = ei
2π
q (mJ−c−mv

J )⟨ψc(k)|(x± iy)|ψv(k)⟩
(
cos

2π

q
± i sin 2π

q

)
= ei

2π
q (mJ−c−mv

J±1)⟨ψc(k)|(x± iy)|ψv(k)⟩
= ei

2π
q (mJ−c−mv

J±1)⟨ψc(k)|r · Pσ± |ψv(k)⟩. (A.36)

When the relation in Eq. (A.36) is identically satisfied, we can obtain the following
relation;,

ei
2π
q (mJ−c−mv

J±1) = 1. (A.37)

Thus the following relation is expected in q-fold rotational system;

mc
J −mv

J = ±1 + qN (N = 0,±1,±2, ...), (A.38)

where N is the arbitrary integer and +1 (−1) in the right-hand side in Eq. (A.38)
corresponds to the σ+ (σ−) light.



Appendix B

Interference effect of optical
absorption and Raman scattering

In this appendix, we show the treatment of interference effect with substrate in optical
measurement for optical absorption and Raman spectra.

B.1 Interference effect for optical absorption

The inteference effect of the sample and substrate contributes to the dependence of
the observed optical extinction and Raman scattering on thickness of the sample
and wavelength of the laser. We evaluate the interference effect by calculating the
transition probability with use of the transfer matrix method for the optical absorp-
tion/extinction.

In Fig. B.1, we show the geometry which we consider now for the transfer matrix.
The electromagnetic wave propagates from the −z to +z direction. Here we consider
four mediates labeled by u = 1 (air), 2 (sample), 3 (substrate), and 4 (air). Let
us derive the reflection, transmission, and absorption probability. We assume the
electromagnetic wave oscillating with a frequency ω and we obtain the relation between
the electric field and magnetic field from the Maxwell equation ∇× E = −µ0

∂H
∂t as,

iωµ0Hi,x(z) = −
∂Ei,y(z)

∂z
, (B.1)

where x and y are taken as in-plane directions, z is taken as the direction perpendicular
to the substrate layer, and µ0 denotes the magnetic permeability in vacuum. The
electric field in the i-th medium at the position of z is written as,

Ei,y(z) = Ei,+e
−iki,z(z−Li) + Ei,−e

iki,z(z−Li), (B.2)

where Ei,+ (Ei,−) is the amplitude of the electric field propagating in the +z (−z)
direction and Li =

∑i−1
u=1 du is the thickness up to the u-th medium. From Eqs. (B.1)
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E

Figure B.1: Geometry of the system which we consider for the transfer matrix.

and (B.2), we can also obtain the expression for the magnetic field as

Hi,x = −Γi

(
−Ei,+e

−iki,z (z − Li) + Ei,−e
iki,z(z−Li)

)
, (B.3)

where Γi =
ki,z

ωµ0
= ni

√
ε0
µ0

is the wave impedance of the medium in units of Ω. Using

Ei,y(Li) and Hi,x(Li), E+ and E− are written as,

Ei,+ =
1

2

(
Ei,y(Li) +

Hi,x(Li)

Γi

)
, (B.4)

Ei,− =
1

2

(
Ei,y(Li)−

Hi,x(Li)

Γi

)
. (B.5)

Using Eqs. (B.4) and (B.5), we can obtain the conditions of propagating the fields in
the i-th medium (Li < z < Li+1) as follows:(

Ei,y(z)

Hi,x(z)

)
=

(
1
2 (e

−iki,z(z−Li) + eiki,z(z−Li)) 1
2Γi

(e−iki,z(z−Li) − eiki,z(z−Li))
Γi

2 (e−iki,z(z−Li) − eiki,z(z−Li)) 1
2 (e

−iki,z(z−Li) + eiki,z(z−Li))

)(
Ei,y(Li)

Hi,x(Li)

)
.

(B.6)

When we use the boundary conditions for Ei,y and Hi,x at the z = Li that are
Ei,y(Li) = Ei+1,y(Li) and Hi,x(Li) = Hi+1,x(Li), the transfer matrix of the boundary
conditions becomes identity matrix. Therefore the relations of Eiy and Hi,x between

Fig. B.1: fig/ap2-geometry-tmatrix.eps
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the depth at z = Li and z = Li+1 are given by(
Ei,y(Li+1)

Hi,x(Li+1)

)
=

(
1
2 (e

−iki,z(z−Li) + eiki,z(z−Li)) 1
2Γi

(e−iki,z(z−Li) − eiki,z(z−Li))
Γi

2 (e−iki,z(z−Li) − eiki,z(z−Li)) 1
2 (e

−iki,z(z−Li) + eiki,z(z−Li))

)(
Ei,y(Li)

Hi,x(Li)

)
≡Mi

(
Ei,y(Li)

Hi,x(Li)

)
. (B.7)

Using the relation of Eq. (B.7) repeatedly, we can obtain the relations for Ei,y and
Hi,x between the depth at z = 0 and z = L as follows:(

E0,y(0)

H0,x(0)

)
= M−1

1 M
−1
2

(
E3,y(L)

H3,x(L)

)
= M

(
E3,y(L)

H3,x(L)

)
. (B.8)

TheM is called the transfer matrix written by

M =M−1
1 M

−1
2 =

(
M11 M12

M21 M22

)
. (B.9)

The reflection and transmission coefficients, r and t, are associated with Ei,+ and Ei,−
as follows:

r =
E0,−

E0,+
, (B.10)

t =
E3,+

E0,+
. (B.11)

Using Eqs. (B.10) and (B.11), we can obtain the expression for r and t as follows:

r =
M11Γ0 +M12Γ0Γ3 −M21 −M22Γ3

M11Γ0 +M12Γ0Γ3 +M21 +M22Γ3
, (B.12)

t =
2Γ0

M11Γ0 +M12Γ0Γ3 −M21 −M22Γ3
. (B.13)

By using Eqs. (4.1) and (4.2), reflection, transmission, and absorption probabilities
(R, T , and A) are given by,

R = |r|2, (B.14)
T = |t|2, (B.15)

A = 1−R− T . (B.16)
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Figure B.2: (a) Calculation of the effective reflection at the sample(i = 1) /
substrate(i = 2) interface, including multiple reflections in the lower substrate. (b)-(c)
Calculation of the amplitudes of (b) the excitation and (c) the scattering light at depth
z in the sample (i = 1).

B.2 Interference effect of Raman scattering

In this section, we derive the enhancement factor of Raman intensity by the interfer-
ence effect.101) We assume the geometry of the sample on the substrate as shown in
Fig. B.2, that is, we consider four media labeled by i = 0, 1, 2, and 3 : air, sample,
SiO2, and Si, respectively. The sample thicknesses of media 1 and 2 are defined by
d1 and d2, respectively. We consider the reflection and transimission at the interface
between the media, and the absorption by the sample and substrates. The scattering
event occurs at the depth x from the interface between the media 1 and 2.

We first derive the effective reflection coefficient at the interference between 1 and
2 defined by r′ as shown in Fig. B.2 (a). The r′ is given by the summation of aj as
follows:

a1 = r12

a2 = t12e
−iβ2r23e

−iβ2t21 = t12t21r23e
−2iβ2

a3 = t12e
−iβ2r23e

−iβ2t21r23e
−iβ2t21 = a2r21r23e

−2iβ2

· · ·
an = a2 ·

(
r21r23e

−2iβ2
)
. (B.17)

where we define β1 = 2πd1ñ1/λ, β2 = 2πd2ñ2/λ, an βz = 2πzñ1/λ. Then the total
effective reflectance is given by the summation of geometric series as follows:

r′ = r12 + t12t21r23e
−2iβ2 ·

∞∑
n=0

(
r21r23e

−2iβ2
)n

= r12 +
t12t21r23e

−2iβ2

1− r21r23e−2iβ2

=
r12 + r23e

−2iβ2

1 + r12r23e−2iβ2
. (B.18)

Fig. B.2: fig/ap2-interference-raman.eps
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We use the relations : r21 = −r12 and t12t21 = 1 − r212 from the second to third line
in Eq. B.18.

Secondly, we derive the total amplitude of excitation light at depth x in the sample
as shown in Fig. B.2 (b). Using r′ in Eq. (B.18), we sum up all path shown in Fig. B.2
(b) as follows:

b1 = t01e
−iβz

b2 = t01e
−iβzr′e−i(β1−βx) = t01r

′e−i(2β1−βz)

b3 = t01e
−iβzr′e−iβ1r10e

−iβz = b1
(
r′r10e

−2iβ1
)1

b4 = t01e
−iβxr′e−iβ1r10e

−iβzr′e−i(β1−βz) = b2
(
r′r10e

−2iβ1
)1

· · ·
b2n+1 = b1

(
r′r10e

−2iβ1
)n

(B.19)

b2n+2 = b2
(
r′r10e

−2iβ1
)n
. (B.20)

Thus, the total amplitude of the excitation light at the depth z from the top of sample
is given by the summation of geometric series as follows:

Fex(z) =
∞∑

n=0

(b2n+1 + b2n+2)

=
∞∑

n=0

(
t01e

−iβz
(
r′r10e

−2iβ1
)n

+ t01e
−iβzr′e−i(β1−βx)

(
r′r10e

−2iβ1
)n)

= t01
e−iβz + r′e−i(2β1−βx)

1 + r′r01e−2iβ1

= t01

(
1 + r12r23e

−2iβ2
)
e−iβz +

(
r12 + r23e

−2iβ2
)
e−2i(β1−βz)

1 + r12r23e−2iβ2 + (r12 + r23e−2iβ2) r01e−2iβ1
. (B.21)

The light scattered at depth z interferes in the path through the sample to be
observed by the detector. The total amplitude of Raman scattering light from depth
z in the sample [Fig. B.2 (c)] is calculated as follows:

c1 = e−iβz · t10 = t10e
−iβz

c2 = e−i(β1−βz) · r′ · e−iβ1 · t10 = t10r
′e−i(2β1−βz)

c3 = e−iβz · r10 · e−iβ1 · r′ · e−iβz · t10 = c1
(
r′r10e

−2iβ1
)1

c4 = e−i(β1−βz) · r′ · e−iβ1 · r10 · e−iβ1 · t10 = c2
(
r′r10e

−2iβ1
)1

· · ·
c2n+1 = c1 ·

(
r′r10e

−2iβ1
)n

(B.22)

c2n+2 = c2 ·
(
r′r10e

−2iβ1
)n
. (B.23)

Thus the total amplitude of Raman scattering light from depth z in the sample is
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calculated by the summation of geometric series as follows:

Fsc(z) =
∞∑

n=0

(c2n+1 + c2n+2)

=
∞∑

n=0

(
t10 · e−iβz ·

(
r′r10e

−2iβ1
)n

+t10 · e−iβz · r′ · e−i(β1−βx) ·
(
r′r10e

−2iβ1
)n)

= t10

(
1 + r12r23e

−2iβ2
)
e−iβz +

(
r12 + r23e

−2iβ2
)
e−2i(β1−βz)

1 + r12r23e−2iβ2 + (r12 + r23e−2iβ2) r01e−2iβ1
. (B.24)

Then the total enhancement factor F is written as follows:

F =

∫ d1

0

|Fex(z) · Fsc(z)|2 dz, (B.25)

and Raman intensity I is written as I = Ii · F , with the intrinsic Raman intensity
denoted by Ii.



Appendix C

Character tables

In this chapter, we show character tables and product tables of group theory that we
use in this thesis.

C.1 Character tables and product tables

We show the character tebles for D6h (Table C.1), D3h (Table C.2), D2h (Table C.3),
and C2h (Table C.4). We also show the product table for D6h and D3h in Table
C.5-C.7, considering the basis.

Table C.1: Character table of theD6h point group. Graphene belongs to this symmetry
group.

E 2C6 2C3 C2 3C ′
2 3C ′′

2 i 2S3 2S6 σh 3σd 3σv Linear, Quadratic Optical
Rotations activity

Γ+
1 (A1g) 1 1 1 1 1 1 1 1 1 1 1 1 x2 + y2, z2 R

Γ+
2 (A2g) 1 1 1 1 -1 -1 1 1 1 1 -1 -1 Rz

Γ+
3 (B1g) 1 -1 -1 1 -1 1 -1 1 -1 1 -1 1

Γ+
4 (B2g) 1 -1 1 -1 -1 1 1 -1 1 -1 -1 1

Γ+
5 (E1g) 2 1 -1 -2 0 0 2 1 -1 -2 0 0 (Rx, Ry) (xz, yz) R

Γ+
6 (E2g) 2 -1 -1 2 0 0 2 -1 -1 -2 0 0 (x2 − y2, xy) R

Γ−
1 (A1u) 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1

Γ−
2 (A2u) 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 z IR

Γ−
3 (B1u) 1 -1 1 -1 1 -1 -1 1 -1 1 -1 1

Γ−
4 (B2u) 1 -1 1 -1 -1 1 -1 1 -1 1 1 -1

Γ−
5 (E1u) 2 1 -1 -2 0 0 -2 -1 1 2 0 0 (x, y) IR

Γ−
6 (E2u) 2 -1 -1 2 0 0 -2 1 1 -2 0 0

98
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Table C.2: Character table of the D3h point group. Monolayer TMDs belong to this
symmetry group.

E 2C3 3C ′
2 σh 2S3 3σv Linear, Quadratic Optical

Rotations activity
Γ1(A

′
1) 1 1 1 1 1 1 x2 + y2, z2 R

Γ2(A
′
2) 1 1 -1 1 1 -1 Rz

Γ3(E
′) 2 -1 0 2 -1 0 (x, y) (x2 − y2, xy) IR+R

Γ4(A
′′
1) 1 1 1 -1 -1 -1

Γ5(A
′′
2) 1 1 -1 -1 -1 1 z IR

Γ6(E
′′) 2 -1 0 -2 1 0 (Rx, Ry) (xz, yz) R

Table C.3: Character table of the D2h space group. Strain-induced graphene be-
longs to this symmetry group. The D7

2h space group which monolayer BP belongs is
expressed by replacing as follows: E → {E|0}, C2(x) → {C2x(z=1/4)|τx}, C2(y) →
{C2y(x=z=1/4)|0}, C2(z) → {C2z|0}, i → {i|0}, σxy → {σxy|0}, σxz → {σxz|τxz}, and
σyz → {σyz(x=1/4)|τz} where τx = a1/2, τxz = (a1 + a3)/2, τz = a3/2, and a1 and
a3 are the lattice vectors for x and z direction, respectively. We define that y axis is
perpendicular to the layer plane of BP in Chap. 4.

E C2(x) C2(y) C2(z) i σxy σxz σyz Linear, Quadratic Optical
Rotations activity

Γ+
1 (Ag) 1 1 1 1 1 1 1 1 x2, y2, z2 R

Γ+
2 (B1g) 1 1 -1 -1 1 -1 -1 1 Rx yz R

Γ+
3 (B2g) 1 -1 1 -1 1 -1 1 -1 Ry xz R

Γ+
4 (B3g) 1 -1 -1 1 1 1 -1 -1 Rz xy R

Γ−
1 (Au) 1 1 1 1 -1 -1 -1 -1

Γ−
2 (B1u) 1 1 -1 -1 -1 1 1 -1 x IR

Γ−
3 (B2u) 1 -1 1 -1 -1 1 -1 1 y IR

Γ−
4 (B3u) 1 -1 -1 1 -1 -1 1 1 z IR

Table C.4: Character table of the C2h point group. Monolayer GaTe belongs to this
symmetry group. We define that z axis is perpendicular to the layer plane of GaTe in
Chap. 4.

E C2(z) i σh Linear, Quadratic Optical
Rotations activity

Γ+
1 (Ag) 1 1 1 1 Rz x2, y2, z2, xy R

Γ+
2 (Bg) 1 -1 1 -1 Rx, Ry xz, yz R

Γ−
1 (Au) 1 1 -1 -1 z IR

Γ−
2 (Bu) 1 -1 -1 1 x, y IR
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Table C.5: Multiplication table of the D3h and D6h point group.

⊗ Γ1 Γ2 Γ3 Γ4 Γ5 Γ6

Γ1 Γ1 Γ2 Γ3 Γ4 Γ5 Γ6

Γ2 Γ2 Γ1 Γ4 Γ3 Γ5 Γ6

Γ3 Γ3 Γ4 Γ1 Γ2 Γ6 Γ5

Γ4 Γ4 Γ3 Γ2 Γ1 Γ6 Γ5

Γ5 Γ5 Γ5 Γ6 Γ6 Γ1 ⊕ Γ2 ⊕ Γ6 Γ3 ⊕ Γ4 ⊕ Γ5

Γ6 Γ6 Γ6 Γ5 Γ5 Γ3 ⊕ Γ4 ⊕ Γ5 Γ1 ⊕ Γ2 ⊕ Γ6

Table C.6: Multiplication table for the basis between Γ4 and Γ5 of the D3h and D6h

point group. |i, j⟩ denotes the j-th eigen function of Γi symmetry.

⊗ |5, 1⟩ |5, 2⟩
|4, 1⟩ |6, 1⟩ |6, 2⟩

Table C.7: Multiplication table for the basis between Γ1, Γ2, Γ6, and Γ6 of the D3h

and D6h point group. |i, j⟩ denotes the j-th eigen function of Γi symmetry.

⊗ |6, 1⟩ |6, 2⟩
|1, 1⟩ |6, 1⟩ |6, 2⟩
|2, 1⟩ |6, 1⟩ |6, 2⟩
|6, 1⟩ |6, 2⟩ |1, 1⟩+ |1, 2⟩
|6, 2⟩ |1, 1⟩+ |1, 2⟩ |6, 1⟩



Appendix D

Details of numerical calculations

Here we show some details of the parameters used in numerical calculations in Chapters
3 and 5.

D.1 Optical absorption in TMDs (Chap. 3)

We perform the numerical calculation based on density functional theory (DFT) by
using Quantum Espresso package118) to obtain the electronic energy bands and the
wave functions. We adopt ultrasoft pseudopotential (USPP) generated with a fully
relativistic calculation including spin-orbit interaction in the DFT calculation. The
exchange-correlation potential is described by the generalized gradient approximation
(GGA) proposed by Perdew, Burke, and Ernzerhof (PBE).119) The cut-off energy is
selected to be 50 Ry and we use 50 × 45 × 1 grid for sample k-points to calculate the
optical absorption. We adopt a super cell for calculating monolayer TMD in which
the size of the super cell in the calculation perpendicular to the layer is taken as
c/a = 10 (a: lattice constant, c:interlayer distance) so that we can avoid the interlayer
interaction.

The electron-photon matrix element Mfi
opt(k) and the absorption coefficient α(EL)

is calculated by using Eqs. (2.39) and (2.55), respectively. We approximate the delta
function in Eq. (2.55) as a Gaussian function 1√

2πγ
exp

{
− (Ef−Ei−EL)

2

2γ2

}
where γ is a

broadening factor associated with a lifetime of the photo-excited electron. The value
of γ affects the spectra line width of the optical absorption. Here we adopt the value
of γ = 0.03 eV in our calculation. Though the γ value generally depends on EL,85) we
assume that γ is a constant for simplicity.

D.2 Helicity-resolved Raman spectra (Chap. 5)

Electron-photon interaction

To obtain the electron-photon interaction given in Eq. (2.39), we calculate the wave
functions based on the DFT calculation from Quantum Espresso package.118) We use
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the local density approximation (LDA) for the exchange-correlation functional in the
norm-conserving (NC) pseudopotential. The wave function is described by the plane
wave basis employed by the cut-off energy of 25 Ry. We use a 10× 10× 1 Monkhorst-
Pack k-mesh to sample a Brillouin zone for self consistent field (SCF) calculation.
After the SCF calculation, we perform the non-SCF calculation for 51×45×1 k-mesh
without Monkhorst-Pack mesh and obtain the wave functions for 2295 sample k-points.
To avoid the interlayer interaction for mono and bilayer structure, we construct a
supercell with the lattice parameter of c/a = 4 (10) for graphene (MoS2) where a and
c are the lattice constant of in-plane and out-of-plane direction, respectively.

Electron-phonon interaction

We calculate the electron-phonon interaction by using EPW package83) which applies
the maximally localized Wannier function (MLWF) combined with the phonon calcu-
lation at the Γ point by Quantum Espresso package.118) The converging parameter
for phonon calculation is more strict than the calculation for electronic energy band.
We use the cut-off energy of 600, 240, and 400 Ry with 32× 32× 1, 42× 42× 1, and
48×48×1 Monkhorst-pack sample k-mesh for graphene, monolayer, and bilayer MoS2,
respectively. From EPW package, we extract the electron-phonon matrix elements of
the q = 0 phonon for 51 × 45 × 1 k-mesh in the first Brillouin zone and obtain the
electron-phonon matrix elements for 2295 sample k-points.

Raman spectra calculation

The resonant Raman intensity for the first-order scattering is calculated by Eq. (2.89).
We assume the broadening factor γ for the resonant condition is constant and use
γ = 0.1 eV from an estimated Raman excitation profile.120) The delta function in

Eq. (2.89) is approximated by Lorentzian curve
1

π

Γ

(EL − (Em − Ei))2 + Γ2
with the

broadening factor Γ related with the life time of phonon. We use Γ = 0.2 (0.5) meV
for MoS2 (graphene). In the numerical calculation, in order to take into account the
resonant condition in Eq. (2.89), we increase the number of the k-points to 201 × 177
× 1 = 35577 points in the first Brillouin zone by employing the linear interpolation
for the electron-photon and electron-phonon matrix elements.



Appendix E

Computer programs

Here we present the procedure of numerical calculations to obtain main results of this
thesis. In Table E.1, we show the procedure of the calculation for optical absorption
and Raman spectra which is discussed in the main text. Our original programs are put
in /home/students/tatsumi/for/program-opt/ in the FLEX workstation. Hereafter

we define this directory as ROOT/ for the explanation. We prepare the example
of the calculation of optical absorption and Raman spectra for monolayer MoS2 in
ROOT/example/mos2-1L/.

E.1 Electron-photon matrix element and optical ab-
sorption

The electron-photon matrix element and optical absorption are calculated in four
steps: (1) SCF calculation, (2) NSCF calculation, (3) Output of wave function, and
(4) calculation of matrix element and optical absorption. Steps (1)-(3) are the parts to
obtain the wave function by using Quantum Espresso package and step (4) is the part
to calculate the electron-photon matrix element by using our original program. Note
that process (3) is done twice if we calculate with considering spin-orbit interaction.

absorption.x

This program calculates electron-photon matrix elements and absorption spectra by
wave functions obtained from first-principles calculation. We can compile and obtain
absorption.x by make command.

# cd ROOT/absorption
# make
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Table E.1: Procedure of calculating optical absorption and Raman spectra using de-
veloped program.

Command Input Files Output Files
1. Electron-photon matrix element and optical absorption
1-1. SCF calculation pw.x scf.in scf.out

wfc.save/
1-2. NSCF calculation pw.x nscf.in nscf.out

wfc_save/ wfc_save/
1-3. Output of wave function pw_export.x pw_export.in index.xml

wfc.save/
1-4. Calculation of absorption absorption.x absorption.in absorption_outdata/

index.xml

2. Phonon
2-1. SCF calculation pw.x scf.in scf.out

wfc_save/
2-2. Phonon calculation ph.x ph.in ph.out

wfc_save/ _ph0/
2-3. Obtain input files of EPW python pp.py save/

_ph0/

3. Electron-phonon matrix element
3-1. SCF calculation pw.x scf.in scf.out

wfc_save/
3-2. NSCF calculation pw.x nscf.in nscf.out

wfc_save/ wfc_save/
3-3. EPW calculation epw.x (modified) epw.in phband.dat

wfc_save/ ep_matele.dat
save/

4. First-order resonant Raman spectra
4-1. Raman calculation raman.x raman.in raman.out

index.xml raman_outdata/
ep_matele.dat

phband.dat

& main

input_type : CHARACTER

DEFAULT: ‘pw_export’
File type of input file of wave function.
‘pw_export’: index.xml file obtained from pw_export calculation by Quantum

Espresso

‘arrange_binary’: binary file to decrease reading time of input file



105 APPENDIX E. COMPUTER PROGRAMS

calctype : CHARACTER

DEFAULT: ‘absorption’
Calculation type. Please choose the job:
‘absorption’: Calculate the absorption spectra.
‘make_input_binary’: Make the new input file in binary format by reading in-
dex.xml file in order to decrease the file size and get the faster reading time of
input file. Only one file is generated even when spinorb = .TRUE.
‘absorption_el’: Calculate the degree of valley polarization and valley polarized
intensity of optical transition. This calculation is only for hexagonal lattice.
‘poldep’: Calculate the polar plot of electron-photon matrix element.

outfil_arr_input : CHARACTER

DEFAULT: index_binary.dat
The name of generated binary input file of wave function when we choose calctype
= ‘make_input_binary’.

spinorb : LOGICAL

DEFAULT: .FALSE.
Set .TRUE. if the calculation considers the spin-orbit interaction. We need two
files (up and down spin) for input file of wave function.

circular_pol : LOGICAL

DEFAULT: .FALSE.
.TRUE. if we calculate the absorption for circularly-polarized light.

& pwfn

input_pw_export1 : CHARACTER

DEFAULT:
File name of input file of wave function for the case if you use index.xml file
generated by pw_export calculation.

input_pw_export2 : CHARACTER

DEFAULT:
Second file of input file of wave function only when circular_pol = .TRUE.
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input_data_arr : CHARACTER

DEFAULT:
File name of input file of wave function when we use generated binary file.

n_bi : INTEGER

DEFAULT: 1
Number of valence band in SCF and NSCF calculation by Quantum Espresso.

bi_start : CHARACTER

DEFAULT: 1
The band index for minimum energy bands in this calculation. The energy bands
with index smaller than bi_start are not considered in the calculation.

fit_func : CHARACTER

DEFAULT: ‘lorentzian’
Function to approximate the delta function in Fermi’s golden rule.
‘lorentzian’
‘gaussian’

gamma : INTEGER

DEFAULT: 0.03D0
Broadening factor of gaussian or lorentzian which approximates delta function in
Fermi’s golden rule.

unitcell_type : INTEGER

DEFAULT: 0
Parameter for evaluating absorption coefficient (nm−1) in 2D materials. We have
to evaluate the volume of unit cell to calculate the absorption coefficient [see
Eq. (2.54)]. Then for 2D material, we use the volume of bulk material.
0: Bulk 1: 1L-BP 2: 2L-BP 3: 3L-BP 4: 1L-MoS2 5: 1L-MoSe2 6: 1L-MoTe2 7:
1L-WS2 8:1L-WSe2 9:1L-WTe2

Example for monolayer MoS2

We recommend the parallel computation for pw.x and pw_export.x.
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Move to work directory.

# cd ROOT/example/mos2-1L/absorption/scf/

SCF calculation

# pw.x < scf.in > scf.out

NSCF calculation

# pw.x < nscf.in > nscf.out

The pw_export calculation for spin up state

# pw_export.x < pw_export.in > pw_export.out

Change the name of output file for spin up state

# mv ./wfc_save/mos2-1L.export/index.xml ./wfc_save/mos2-1L.export/index
_ispin=1.xml

The pw_export.x makes output only for spin up state by reading only ./wfc_save/mos2-
1L.save/K****/evc1.dat. Then we exchange the name of evc1.dat and evc2.dat by shell
script.

# cp ./fa.sh ./wfc_save/mos2-1L.save/
# cd ./wfc_save/mos2-1L.save/
# ./fa.sh
# ../../

Then, run pw_expot.x again for spin down state and change the name of output file.

# pw_export.x < pw_export.in > pw_export.out
# mv ./wfc_save/mos2-1L.export/index.xml ./wfc_save/mos2-1L.export/index
_ispin=2.xml

The two files (index_ispin=1.xml and index_ispin=2.xml) including the information
of wave function are input of the calculation of optical absorption.

Finally, move to working directory and run the calculation for optical absorption.
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# cd ../absorption/
# ROOT/absorption/absorption.x < absorption.in > absorption.out

E.2 Phonon

Phonon calculation for getting electron-phonon matrix element is executed by using
pw.x and ph.x in Quantum Espresso. Calculation is only for q = 0 phonon for first-
order Raman spectra. After finishing phonon calculation, we generate the input files
for electron-phonon calculation by EPW package by python file “pp.py”.

Example for monolayer MoS2

We recommend the parallel computation for pw.x and ph.x.

Move to work directory.

# cd ROOT/example/mos2-1L/raman/phonon/

SCF calculation.

# pw.x < scf.in > scf.out

Phonon calculation.

# ph.x < ph.in > ph.out

Generate the input files for the calculation of electron-phonon matrix element by
modified EPW package.

# python pp.py
Enter the prefix used for PH calculation (e.g. diam)
mos2-1L
Enter the number of irreducible q-points
1

Generated save/ directory becomes input file in the calculation of electron-phonon
matrix element.
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E.3 Electron-phonon matrix element

The calculation for the electron-phonon matrix element is done in 3 steps: (1) SCF
calculation, (2) NSCF calculation, (3) calculation of electron-phonon matrix element
by modified EPW package. EPW is the program basically for the calculation of supercon-
ductivity. EPW calculates the electron-phonon matrix element in the process. However
there was not output of electron-phonon matrix element. (New variable for the output
of electron-phonon matrix element is implemented from EPW version 4.3. We plan to
update our original program to read the output of latest EPW.) Thus we modify the
source code of EPW and extract the information of the Γ point phonon in the file of
“ep_matele.dat”.

Example for monolayer MoS2

This calculation should be executed after phonon calculation and obtain the save/
directory. We recommend the parallel computation for pw.x and epw.x.

Move to work directory.

# cd ROOT/example/mos2-1L/raman/epw/

SCF calculation.

# pw.x < scf.in > scf.out

NSCF calculation.

# pw.x < nscf.in > nscf.out

EPW calculation. Be careful that epw.x is not default execution file of EPW, but the file
compiled with the modification to output the electron-phonon matrix element. Mod-
ified epw.x is putted in ROOT/raman/ or we can obtain modified epw.x by replacing
selfen_elec.f90 file of default EPW to ROOT/raman/selfen_elec.f90. Set the variable
in epw.in as elecselfen = .TRUE., parallel_k = .TRUE., and parallel_q = .FALSE.

# ROOT/raman/epw.x < epw.in > epw.out

We obtain the output files “ep_matele.dat” and “phband.freq” which are the input files
in the calculation of Raman spectra.
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E.4 First-order resonant Raman spectra

Using the outputs of the wave function and electron-phonon matrix element, our
original program “raman.x” calculate the first-order Raman intensity for linearly- or
circularly-polarized light.

raman.x

This program calculates Raman spectra, using electron-photon and electron-phonon
matrix elements obtained by first-principles calculation. We can compile and obtain
raman.x by make command.

# cd ROOT/raman
# make

outdir : CHARACTER

DEFAULT: ‘outdata’
Directory name of output files.

circular_pol : LOGICAL

DEFAULT: .FALSE.
If .TRUE., Raman spectra for circularly-polarized light is calculated.

nonpol : LOGICAL

DEFAULT: .FALSE.
If .TRUE., Raman spectra for non-polarized light is calculated.

input_pw_export : CHARACTER

DEFAULT: ./index.xml
File name of wave function calculated by Quantum Espresso (Output of
pw_export.x).

fil_phband : CHARACTER

DEFAULT: ‘phband.freq’
File name of phonon frequency calculated by modified EPW.
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fil_matele_elph : CHARACTER

DEFAULT: ‘ep_matele.dat’
File name of electron-phonon matrix element calculated by modified EPW.

gamma : REAL(8)

DEFAULT: 0.1D0
Broadening factor of resonance condition γ (eV).

gamma_raman : REAL(8)

DEFAULT: 0.00005D0
Broadening factor of Raman spectra Γ (eV).

elaser1 : REAL(8)

DEFAULT: 0.1D0
Laser energy (eV).

elaser2, elaser3, elaser4, elaser5, elaser6, elaser7 : REAL(8)

We can calculate up to 7 laser energy in one calculation.

nbv : INTEGER

DEFAULT: 1
Number of valence bands after Wannier interpolation in EPW calculation.

nscf_occ : INTEGER

DEFAULT: 1
Number of valence bands calculated in Quantum Espresso.

nqs : INTEGER

DEFAULT: 1
Number of phonon q points. Please use 1 for current version (calculation is only
for first-order Raman spectra).
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nmode : INTEGER

DEFAULT: 1
Number of phonon modes.

nel : INTEGER

DEFAULT: 1
Number of calculated laser energies.

nrs : INTEGER

DEFAULT: 500
Number of calculated points of Raman shift.

n_kinterp : INTEGER

DEFAULT: 0
Matrix elements are linearly interpolated. The number of calculated k points,
respectively, becomes nk*nk, (2nk-1) * (2nk-1), 2(2nk-1)-1 * 2(2nk-1)-1, ... when
we use nk*nk mesh to calculate the matrix elements and n_kinterp = 0, 1, 2, ....

rs_start : REAL(8)

DEFAULT: 0.0D0
Region of calculated Raman shift from rs_start to rs_end (eV).

rs_end : REAL(8)

DEFAULT: 0.01D0
Region of calculated Raman shift from rs_start to rs_end (eV).

plot_matele_elph : LOGICAL

DEFAULT: .FALSE.
3D plot of electron-phonon matrix element.
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plot_matele_opt : LOGICAL

DEFAULT: .FALSE.
3D plot of electron-photon matrix element.

plot_raman_k : LOGICAL

DEFAULT: .FALSE.
3D plot of Raman matrix element.

Example for monolayer MoS2

This calculation should be executed after obtaining the input files of electron-phonon
matrix element “ep_matele.dat” and “phband.freq”. We recommend the parallel com-
putation for pw.x and pw_export.x.

Generate the index.xml file which includes the information of wave function by similar
way of the calculation of optical absorption

# cd ROOT/example/mos2-1L/raman/scf/
# pw.x < scf.in > scf.out
# pw.x < nscf.in > nscf.out
# pw_export.x < pw_export.in > pw_export.out

Calculation of Raman spectra.

# ROOT/raman/raman.x < raman.in > raman.out
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